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1.0 OVERVIEW

The optical spectrum from 0.4 uym to 14 pm is a rich source of information about objects
in the environment. This region is particularly useful because both optical properties of
materials and incident illumination change drastically over its breadth. In the solar region
(0.4 pm to 0.7 um) the sun, of course, dominates, and only reflectance properties matter. At
the other end of the region (10 pm to 12 um), the solar component is negligible, and thermal
self-emission becomes the principal source of radiation. By exploiting these characteristics, we
may extract considerable information from the scene.

The utility of multispectral sensing comes at the cost of increased complexity. In order to
use the wealth of information, one must construct sensors capable of detecting the required
spectra, and develop data processing algorithms to extract the desired target features. Both
these necessities stress the current state of the art in hardware and software development.

Although the associated phenomena are complex and the reduction to practice of hardware
and software difficult, the potential payoff of multispectral sensing is too great to ignore.
Indeed, visible and near-infrared sensing is a key component in all current earth observation
satellites. These daylight only systems have limited the military utility. Extension of
multispectral sensing to the thermal bands has been a major thrust of the Department of
Defense (DoD) since the Gulf War, since this will allow day-night operation.

This State of the Art Report surveys the standing of the community in key disciplines
relevant to multispectral sensing:

phenomenology: optical properties of materials and radiance modelling validation
sensor design: multi- and hyper-spectral design, including components such as array
multispectral algorithms: determination of multi-band payoff, data conditioning

In order to place these disciplines in context, we also have included some examples of
multispectral sensing. These include an assessment of potential defense applications and a
summary of data products currently available from existing systems.

A broad overview of the report is shown below.

Topic Location

Phenomenology/Including Modeling | Chapter 3, Chapter 5, Appendix A

Sensor Design Chapter 4, Appendix B

Algorithms Chapter 6

Examples Chapter 7, Chapter 8

1-1
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2.0 BACKGROUND

Section 2.1 defines multispectral, hyperspectral, and ultraspectral imaging sensors.

Section 2.2 describes solar reflection in the visible, near infrared (NIR), and short-wave
infrared (SWIR) between 0.4 and 2.5 um, solar reflection and thermal emission in the medium-
wave infrared (MWIR) between 3 and 5.5 pm, and thermal emission in the long-wave infrared
(LWIR) between 8 and 14 pm.

Section 2.3 discusses the optical properties of materials including reflectance and emittance
in terms of their complex index of refraction.

Section 2.4 defines the spectral directional reflectance, directional emittance, bidirectional
reflectance and their interrelationships.

Finally, Section 2.5 describes the spectral measurement of directional reflectance,
directional emittance, and bidirectional reflectance.

2.1 DEFINITION OF TERMS

The optical spectrum is generally considered to include the ultraviolet from 0.2 to 0.4 pm,
the visible from 0.4 to 0.7 pm, the NIR from 0.7 to 1.1 um, the SWIR between 1.1 and
2.5 pym, the MWIR from 3 to 5.5 ym, and the LWIR from 8 to 14 um. Solar reflection
dominates between 0.2 and 2.5 ym and thermal emission dominates the spectrum between 8
and 14 pm. Solar reflection makes a significant contribution between 3 and 5.5 um during the -
daytime.

Many sensors detect refiected and/or thermally emitted radiance in a single broad spectral
band. For example panchromatic photography is sensitive in the visible between 0.4 and
0.7 pm, and forward-looking infrared (FLIR) sensors generally operate in the thermal infrared
between 8 and 12 ym. Bright and dark in a panchromatic or FLIR image generally represent
~ high and low surface reflectances or warm or cold surfaces, respectively. Contrast and high
spatial resolution are important to detecting targets of interest.

Targets frequently have spectral signatures that uniquely separate them from their
backgrounds. Two and three band sensors are frequently designed to detect targets in the
presence of background clutter. Three band missile warning systems, for example, exploit the
spectral differences between a missile plume, solar glints, and warm terrain backgrounds.

Multispectral imaging sensors are imaging sensors having 10-20 spectral bands between
0.4 and 14 pm with a spectral resolution of AA/A = 0.1 (e.g., 0.05 pm in the visible and 1 pm
in the thermal infrared). Processing of multispectral imagery is used for many military and
civilian applications such as terrain classification, soils analysis, moisture content, trafficability
analysis, bathymetry, camouflage detection, change detection, crop inventory, land use
assessment, and others. Multispectral sensing dates back to the early 1960s and has led to a
variety of airborne sensors and spaceborne sensors including the current generation of Landsat
and SPOT sensors.

Hyperspectral imaging sensors have 100-200 spectral bands with a spectral resolution
AMA = 0.01 (e.g., 0.005 pm in the visible and 0.1 pm in the thermal infrared). Hyperspectral
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imaging sensors have been realized largely due to the technology development associated with
large one- and two-dimensional detector arrays. The finer spectral resolution available with
hyperspectral imaging provides significantly more capability for materials identification.

Ultraspectral sensors are sensors with a resolution of 1-2 cm™ (e.g., 0.02 pm at 10 pm, and
0.0008 pum at 2 um). Ultraspectral sensors are generally useful for detecting narrow band
spectral phenomena over a limited part of the spectrum in applications that do not require high
spatial resolution imaging. Detection of chemical vapor clouds is an example.

2.2 SOLAR REFLECTION AND THERMAL EMISSION

The target and background spectral radiance characteristics of interest at the aperture of a
remote airborne or spaceborne sensor have their origin in differences in spectral reflectance
and emittance properties. . Differences in these characteristics are the basis of target detection
and discrimination with today’s multispectral and hyperspectral imaging sensors. However,
spectral reflectances and emittances may be quite variable within a particular target or
background class, and these variations may limit the probability of correct detection, or
classification. There are, in addition, many other factors that also affect the target and
background spectral radiance characteristics, and the variability of these characteristics, at a
remote Sensor.

The sun is the primary source of reflected radiance in the visible and reflective portion of
the infrared spectrum. Other sources are stellar, galactic, and airglow radiance. Atmospheric
scattering and transmission affects the spectral characteristics of the solar illumination and
hence also the reflected radiance. Atmospheric scattering and transmission by the atmosphere
between the reflecting surface and the sensor aperture further alter the spectral characteristics
of the reflected radiance as observed at the remote sensor aperture.

Emission in the thermal infrared depends both on the spectral emittance and temperature
of the surface. The temperature is determined by the solar loading, internal heat sources,
thermal conductivity, specific heat, density, moisture content, convective, radiative, and
evaporative cooling, and transpiration processes. Higher temperatures cause all radiances to
increase but also cause a change in the spectral distribution characteristics of the emitted
radiance as described by the Planck equation. Thermal emission by clouds and by the
atmosphere contribute an important reflected component to the spectral radiances of the
surfaces in the thermal infrared, and atmospheric transmission, emission, and scattering
between the surface and the sensor aperture further impact the spectral characteristics that are
sensed.

The utility of multispectral and hyperspectral sensors in any particular application is
related to the differences in the spectral emittances of the target and its background.
Variations and uncertainties in all the other factors that drive the spectral radiances and
spectral radiance differences are, to the maximum extent possible, accounted for in the data
processing. To the extent that these factors are well known for a particular scenario,
performance will approach that limited by the spectral emittance differences between the target
of interest and its background. If these factors are not well known and only incompletely
accounted for, the performance will be lower.




2.3 REFLECTANCE, EMITTANCE, AND ABSORPTION

The fundamental equations governing the propagation of electromagnetic waves are
Maxwell’s equations. They provide the basis for understanding reflection and transmission of
radiation in matter. The optical properties of a dielectric medium can be described in terms of
a complex index of refraction, N = n + ik. The complex index of refraction, in terms of the
relative permeability u and relative permittivity €, is

s @b

The specular reflectance from a smooth dielectric surface is given by the Fresnel equations

_ tan¥(® - )

' e )
tan*( ) 22)

sin*(@ - @)
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where R, and R, are the reflectances for energy polarized parallel and perpendicular to the
plane of incidence. 0 is the angle of incidence and 0’ is the angle of transmission given by
Snell’s law

N, sin(0,) = N, sin(6,) (2-3)

where N; and N, are the indices of refraction in the medium of incidence and transmission.
The emittance of an opaque surface is related to the reflectance by Kirchhoff’s law, namely

£®) =1 - p@) . (2-4)

The imaginary part of the complex index of refraction, k, is related to the absorption in the
medium, and is given by Beers law

= (2-5)

where d is the depth in the medium. The intensity is reduced by a factor of e at a depth
d = M(4rk). The imaginary part of the complex index of refraction does not have to be very
large to cause the absorption to be very high. However, the Fresnel reflectances are not very
sensitive to k for k < 0.1, and the k dependence of the Fresnel equations can frequently be
ignored.

A conductor can be described by a complex index of refraction with large k. For a good
conductor the transmission is very small and the reflectance very nearly unity.
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Spectral variations in the reflectance and emittance properties of materials are caused by
electronic, vibrational, and rotational resonant absorptions in the material. Electronic
transitions and molecular vibrational resonances dominate in the visible, near, and midwave
infrared, and molecular vibrational and rotational resonances dominate in the midwave and
longwave infrared. Common examples include absorption due to chlorophyll at 0.675 um,
absorption in water at 2.7, 6.3 pm, and 15 um, absorption in CO, at 2.7, 4.2, and 15 um, and
absorption in silicon dioxide between 8.5 and 10 um.

2.4 DIRECTIONAL REFLECTANCE, BIDIRECTIONAL
REFLECTANCE, AND DIRECTIONAL EMITTANCE:
DEFINITIONS

Maxwell’s and Fresnel’s equations describe reflection and absorption of electromagnetic
energy from specular surfaces in terms of the complex index of refraction. Most surfaces are
not specular, so knowledge of the complex index of refraction does not provide an adequate
characterization of the reflectance properties of real surfaces.

In practice it is necessary to measure the spectral reflectance and/or emittance properties of
materials of interest. Reflectance generally depends on the wavelength considered, on the
angles of incidence and reflection, and on the polarization characteristics of the source and
receiver. A variety of instrumentation exists for measuring a directional reflectance as a
function of wavelength. A typical reflectometer is fitted with a broad band source, a scanning
monochromator, and an integrating sphere. The directional reflectance, p,(8;, A), is the ratio of
total power reflected into the hemisphere to the incident power from direction 6, at wavelength

A, namely

P (M)
=~ , 2-6
P4(8,1) Y (2-6)

_ An alternative measurement uniformly illuminates the sample over the hemisphere and views
the sample from a direction 6, at wavelength A. The ratio of the radiance reflected to the
radiance incident is the directional reflectance p4(6,, 1), namely

06, 1y = o M @7
L6, A)
where py(68,A) = p4(0,A) by reciprocity.

Spectral emissivities are sometimes determined directly from the ratio of spectral radiance
from the material to the spectral radiance (computed) from a blackbody at the same
temperature. The sample is frequently either heated, or kept at ambient and placed in a cold
chamber, to minimize any reflected radiance. The spectral emissivity, £(0,A), is defined as

L®, A, T)
g6, 3 = 2> b ) (2-8)
L, D
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The directional emissivity is related to the directional reflectance by reciprocity, namely

g6, M) =1 -py0, 1) . 2-9)

Spectral directional reflectivities and emissivities show the spectral characteristics of
materials and indicate where spectral bands should be chosen for discriminating between
various types of materials. However, they are an incomplete specification of the optical
properties of materials. A complete specification requires the bidirectional reflectance
distribution function (BRDF), denoted by p’(6,, ¢, 0, ¢,, A, P) where P represents the
polarization state of the incident and reflected radiance. The BRDF is the ratio of the radiance
reflected at wavelength A into direction 8, ¢, L(6,, ¢, A) to the incident irradiance at
wavelength A from direction 6,,0,, E(6,, ¢,, 1), namely ‘

L(6.,0,4)

AL 2-10
E(8,,0,A) 310

p’(ei9 q)i? 6,5 q)r’ 7\') =

In the most general case the polarization characteristics of the BRDF for a given 6,, ¢,, 0,, ¢,
are specified by a 4 by 4 Mueller matrix.
The directional reflectance is related to the bidirectional reflectance as follows

pd(ei’ )L) = fp,(ei’ ¢p er’ ¢r, 7\1) COS(er) er . (2-11)

Since the spectral directional reflectance, and hence the spectral directional emittance, can both
be specified in terms of the BRDF, the BRDF is a complete specification of the optical
properties of the surface. A diffuse reflector is one with p’ independent of the angles of
incidence and reflection. It follows that the diffuse reflectance and the bidirectional reflectance
for a diffuse reflector are related as follows,

P68, ) =m p’'(\) . (2-12)

Finally, the relationship between the radiance at a remote sensor and the optical properties
of the surface can be written as follows

=
I

transmission [reflected + emitted] + path

-
]

’C[fP’ L, cos(8) d& + g, L, (D)] + L, (2-13)

P
L = 1[7“ E +¢& L,(M] +L
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where T = 1(R, 6, A) is the atmospheric transmission,
L =18, ¢, A) is the observed radiance,
L, = Ly(8, 0, A) is the incident radiance,
E, = E;(A) is the incident irradiance,
p' =p'(6, ¢, 6, 0, A) is the BRDF,
P4 = P46, &, A) is the directional reflectance,
g; =¢€46,, ¢, A) is the directional emittance,
L= L,(T, A) is the blackbody radiance, and
L, =L,R, 6, A) is the atmospheric path radiance.

The incident radiance is primarily from direct and scattered sunlight in the visible and
reflective infrared out to 2.5 pm. Self emission dominates in the thermal infrared between 8
and 14 pum, and both solar reflection and thermal emission contribute in the midwave infrared
between 3 and 5.5 pm. Although the dominant contribution to the radiance in the thermal
infrared to self emission, it should be noted that the effect of clouds in the thermal infrared is
to provide a source of greybody radiance for reflection, and an increase in spectral reflectance
in one portion of the spectrum is necessarily accompanied by a decrease in the spectral
emittance in that portion of the spectrum. As a consequence the spectral characteristics that
distinguish the targets of interest from background clutter in the thermal infrared are reduced
under partly cloudy and overcast conditions.

2.5 DIRECTIONAL REFLECTANCE, DIRECTIONAL EMITTANCE,
AND BIDIRECTIONAL REFLECTANCE: MEASUREMENTS

A variety of laboratory-type instruments are used for making spectral directional
reflectance, directional emittance, and bidirectional reflectance measurements.

A very simple instrument configuration for making spectral directional measurements in
the visible and reflective infrared between 0.4 and 2.5 um uses a broadband source, such as a
tungsten filament lamp, a prism or grating monochromator for spectrally scanning the
wavelength of the source, optics to collimate the narrow band radiation from the
monochromator onto the sample, and an integrating sphere attachment to collect radiance
reflected into the hemisphere onto a detector. Many laboratories are equipped with
instrumentation used to measure reflectance (and transmittance) in the visible and reflective
infrared between 0.4 and 2.5 pm.

Examples of spectral directional reflectance for vegetation are shown in Figure 2-1 with a
spectral resolution of 0.002 uym at 0.4 um, 0.05 pym at 1 pm, and 0.1 pm at 2 um. The data
shown are directional reflectance spectra for green and senescent corn leaves. These are
characteristic of a wide variety of green and senescent vegetation. For healthy vegetation, the
reflectance is low in the blue, 10-20 percent in the green, very low in the red portion of the
spectrum at 0.675 pm due to absorption by chlorophyll, and low at 1.4, 1.9, and 2.7 um due to
absorption by water. Senescent leaves lose chlorophyll and water with significantly weaker
spectral absorptions from chlorophyll and water.

Spectral directional reflectance measurements may also be made at longer wavelengths
using appropriate infrared sources and detectors. An infrared integrating sphere is coated with
a material that is highly reflective and diffuse in the infrared, for example gold. Spectral
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measurements may be made by dispersing the source with a prism or grating or by analyzing
the spectral characteristics of the reflected broadband source with a wedge filter or with a
Fourier transform spectrometer. The Fourier transform spectrometer can provide very high
spectral resolution. Examples of high spectral resolution, spectral directional reflectance
measurements of green and senescent foliage in the 3-5 um band are shown in Figure 2-2.
The spectral resolution in these data is 4 cm™ (0.0064 um at 4 um). The reflectance of green
vegetation in the MWIR, between 3 and 5 pm, is very low. The increase in reflectance
between 3.4 and 3.55 pm is caused by a C-H vibration in the cellulose. The reflectance of
senescent vegetation is significantly higher due to loss in water and because the waxy cuticle
flakes off of the broad leaves after senescence.

The reflectance of green and senescent vegetation in the 8-14 pm band, with a resolution
of 4 cm™ (0.04 um at 10 pm), is shown in Figure 2-3. The increase in reflectance after
senescence is also due to a loss of water and flaking off of waxy cuticle.

Bidirectional reflectance measurements are made using specially designed goniometric
facilities not generally available in most laboratories. Lasers are frequently used because they
provide high energy narrow spectral band sources. Sources that are frequently used are He:Ne
(0.63 and 3.39 um), Nd:YAG (1.06 pm), and CO, (10.6 pm or 5.3 pm doubled). With a
typical goniometric facility, a sample is mounted on a 3 axis platform so that the angle of
incidence can be varied, and a sensor is located on a mount that can be positioned anywhere
on a hemisphere above the illuminated sample. Figure 2-4 shows an example of the
bidirectional reflectance of a painted sample at 0.63 um as a function of receiver angle, with
the receiver in the plane of incidence, and with the source at an angle of incidence of
40 degrees. The large increase in the BRDF at 40 degrees in the forward scatter direction is
due to first surface scattering at the rough surface dielectric interface. Figure 2-5 shows the
bidirectional reflectance at 10.6 um for the same sample. The forward scatter peak is much
sharper because the surface is much more specular at longer wavelengths.
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3.0 PHENOMENOLOGY

This section provides a brief summary of the optical properties of materials and material
property databases. A detailed discussion is contained in Appendix A.

Section 3.1 discusses the physical origins of the spectral properties of materials.
Section 3.2 discusses the spectral properties of the atmosphere. Section 3.3 provides a
discussion of the surface and volume contributions to the reflectance. Finally, Section 3.4
identifies several sources for optical properties data.

3.1 PHYSICAL ORIGINS OF SPECTRAL PROPERTIES

Radiance in the visible and infrared includes both reflected and emitted radiance.
Reflection of energy from the sun, moon, earth, and from atmospheric scattering dominate in
the visible and near IR between 0.4 and 2.5 um. Solar reflection contributes significantly in
the MWIR between 3 and 4.2 pm during the daytime. Thermal emission from ambient
temperature surfaces generally dominates from 4.2 to 5.5 pm in the MWIR and between 8 and
14 pm in the LWIR.

The reflectances of many materials differ spectrally in the visible which accounts for the
many variations in color. Reflectances also vary in the NIR and SWIR which gives rise to a
more general concept of color in the spectral range between 0.4 and 2.5 pym.

Thermal emission is the dominant source of radiation in the MWIR beyond 4.2 pm and in
the LWIR. A blackbody emitter radiates according to the Planck radiation law. Thermal
emission of real surfaces is less than that of a blackbody. The ratio of the thermal emission of
a surface at temperature T at wavelength A to that of an ideal blackbody at the same
temperature and wavelength is the spectral emissivity. The spectral emissivity is always less
than or equal to one. Spectral variations in emittances provide spectral radiance variations in
the thermal IR analogous to those caused by variations in the reflectance at shorter
wavelengths.

There are a variety of sources for the observed spectral variations in the spectral
reflectance and emittance. Section 3.1.1 discusses the role of electronic, vibrational, and
rotational transitions in absorption, reflection, and emission. Section 3.1.2 discusses the
characteristic bandwidths of spectral phenomena, and Section 3.1.3 discusses the resonance
phenomenon that give rise to strong emissivity effects in the infrared.

3.1.1 Electronic, Vibrational, and Rotational Transitions

Transitions occur between electronic energy levels in atoms and between vibrationally and
rotationally excited states in molecules. These transitions are the source for line structure
emission from a variety of atoms and molecules. Electronic energy transitions are typically
measured in electron volts (1 eV corresponds to a wavelength of 1.2 um). The Lyman series
of transitions in atomic hydrogen is a typical example with the transition between the first
excited state and the ground state in the ultraviolet at 0.1216 pm. Vibrational levels are
typically separated by a few pm. They are more closely spaced than electronic transitions, and
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the 10.6 pm radiation between vibrational bands in CO, is a familiar example. Rotational
levels are more closely spaced yet, typically 60 GHz or 0.02 pm. The closely spaced
rotational lines in CO, allow for tuning the CO, over a small wavelength range. The main
absorption lines in water vapor at 2.7, 6.3, and 15 pm and in carbon dioxide gas at 2.7, 4.2,
and 15 ym are absorptions associated with vibrational bands. The fine structures in the
absorption spectra are due to rotational states.

3.1.2 Characteristic Bandwidths of Spectral Phenomena

Atoms and molecules in the gaseous state generally absorb and emit energy in very narrow
spectral bands. The spectral lines are frequently pressure and temperature broadened, and
spectral line widths depend on temperature and pressure. Typical linewidths are fractions of
wavenumber (where, for example, 1 cm™ corresponds to 0.0025 pm at 5 um).

Absorption lines in liquids and solids are much broader than in their corresponding
gaseous state from the perturbationsarising from bonding into the liquid and solid state.

Liquid water strongly absorbs at 2.7, 6.3, and 14 ym. None of the fine structure caused by the
presence of rotational levels is observed. Figure 3-1 shows the reflectance and transmittance
through 0.002 cm of sea water. Absorption lines are observed at 1.4, 1.9, 2.7, 6.3, and very
broadly at 15 pm. The effects of the strong absorptions at 2.7, 6,3, and 15 pm are very
pronounced.

Reflectance spectra for vegetation, water, and a number of mineral types of interest to
geologic remote sensing, terrain categorization, trafficability, target detection, and
target/background/camouflage discrimination are included in Appendix A.

3.1.3 Resonance Phenomena

Absorption in liquids and solids is associated with atomic and molecular bonding.
Absorption can be measured directly, and the absorption can be related to the imaginary index
of refraction, k, as follows:

_4nkd (3_1)

The reflectance and emittance for pure specular surfaces can be determined from the real and
imaginary components of the index of refraction, where the real component of the index of
refraction can be determined by a variety of ellipsometric and polarimetric techniques.
Figure 3-2 shows the real and imaginary components of the index of refraction for
crystalline and amorphous SiO,. The large increase in k at about 9.5 um is related to a large
increase in the absorption at 9.5 um in the thermal infrared. The effect is very strong and
causes the imaginary component of the index to reach a value of nearly 10 at 9.8 um and the
real component to go through a typical resonance peak with the index decreasing with
wavelength near the strong absorption (anomalous dispersion). The real component of the
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index of refraction can become less than one at wavelengths just short of the absorption peak.
A strong absorption with these characteristics is frequently referred to as a "reststrahlen” band.

Absorption lines in liquids and solids can be modeled using a classical forced damped
harmonic oscillator (Lorentz) model. Using such a model, for example, for Si0,, with a
resonant frequency at 9.5 um, it is possible to derive the equivalent complex dielectric constant
in terms of the electric field forcing function, damping coefficient, restoring force, and charge
and mass of the electron. The Lorentz model explains the large increase in transmission below
the reststrahlen band where the real component of the index of refraction approaches one and
the imaginary component of the index of refraction is small. These peaks in the transmission
spectra are known as Christiansen peaks.

Absorptions in a variety of liquids and solids occur in the visible, reflective infrared, and
thermal infrared that give rise to spectral variations in their reflectances and emittances. These
are the fundamental sources of signature information for distinguishing between different
materials using techniques of multispectral, hyperspectral, and ultraspectral sensing.

3.2 ATMOSPHERIC SPECTRAL PROPERTIES

The atmosphere affects the spectral radiance at a remote sensor in several ways. In the
visible part of the spectrum the atmosphere attenuates and scatters solar radiation. This alters
the spectrum of solar radiation and provides a diffuse source of sky illumination. Atmospheric
effects in the visible also include transmission losses between the target and sensor and
scattering of nontarget radiance into the sensor field of view. In the thermal infrared the
atmosphere emits where it absorbs and thus provides a diffuse source of infrared illumination.
Path losses between the target and the sensor also alter the spectral characteristics at the:
Sensor.

Figure 3-3 shows the atmospheric absorption for several molecular species found in the
atmosphere. The absorptions due to water and CO, largely define the atmospheric "windows"
which include the visible from 0.4 to 0.7 um, the NIR from 0.7-1.1 pm, the SWIR from
1.1-14, 1.5-1.9, and 2.0-2.5 pm, the MWIR from 3-5.5 um spanning the CO, absorption band
at 4.2 ym, and the LWIR from 8-14 um. Another important atmospheric constituent is ozone
with a strong absorption at 9.8 um. Ozone is concentrated in the upper atmosphere so that the
primary effect is ozone emission and a source of reflected radiance for many applications.

The data in Figure 3-3 are low resolution spectra (approximately 20 cm-1 resolution,
0.032 pum at 4 um). This resolution is typical of that utilized in multispectral sensor
applications and can be easily obtained using the low-resolution atmospheric transmittance
model (LOWTRAN). More spectral resolution is required for hyperspectral sensor
applications and is available with the moderate-resolution version of LOWTRAN
(MODTRAN). For very high ultraspectral and laser applications it is necessary to use
atmospheric models based on a line-by-line catalog of absorption data on various gases in the
atmosphere.

Scattering and absorption of solar energy in clouds has a significant effect on the
magnitude and the spectral character of the radiance in the visible and reflective infrared

portions of the spectrum.
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Clouds can also significantly affect the spectral characteristics of the radiance in the
thermal infrared. The water in clouds almost completely absorbs energy in the thermal
infrared, hence clouds are nearly perfect blackbody emitters at air temperature at altitude.
Clouds increase the reflected radiance in those parts of the spectrum where the emitted
radiance is reduced due to a lower spectral emittance (i.e., &A) = 1 - p(A)). The net result is
that spectral variations in the radiance at a remote sensor can be significantly reduced under
conditions of cloud cover as shown with an approximate form of the radiative transfer
equation, namely

L) =1 [% EM) +eM) Ly, T)] + L,
(3-2)

“ 2B Q) + (1 - p0) Ly T] + 1L, -

3.3 SURFACE AND VOLUME CONTRIBUTIONS TO
REFLECTANCE

The reflectance properties of real materials are fully characterized by the BRDF. This
requires measurements as a function of source wavelength, source and receiver angles, and
source and receiver polarizations. Source coherence may also be required for a complete
specification. Emittance properties can be derived from the BRDF.

Insight into the physical phenomena giving rise to the reflectance properties of various
types of materials provides guidance both into the type and number of measurements required
to characterize the material and to the development of reflectance modeling.

Most surfaces are not specular so that the Fresnel equations and a complex index of
refraction are not adequate for characterizing the reflectance. Departures from specularity are
due to scattering caused by surface roughness and scattering from radiation propagating—into
the material (volume effects). Some man-made surfaces are metallic, and many others,
metallic or nonmetallic, are painted.

Metallic surfaces may be rough or smooth. Reflectance from metals occurs at the air-
metal interface. The BRDF may show a pronounced specular peak if the surface is smooth, or
it may be quite diffuse if the surface is rough. The reflectance will be high for most clean
metallic surfaces, and the reflectance generally increases with wavelength. For a rough
surface, the scale of the surface roughness relative to the wavelength is an important
parameter. The width of the specular lobe in the BRDF is generally narrower for longer
wavelengths.

The reflectance properties of paint can be characterized in terms of binder and pigment
properties. Paint binders are generally dielectric. Reflection from a painted surface is due
primarily to reflection from the surface of the paint (the "surface" component) and to radiation
that is transmitted into the binder, scattered and absorbed by the pigment, binder, and
substrate, and reflected back out through the first surface interface. This is the "volume"

scattering component.
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The first surface component of the reflectance from a paint or coating depends on the
-surface roughness of the binder and on its complex index of refraction. Most dielectrics do

not have a large imaginary component to the index of refraction so that the first surface
reflection is well characterized by the real component of the index of refraction. A "glossy"
surface is one for which the first surface is very smooth and quite specular. A "diffuse"
surface is one for which the first surface is rough. Reflection away from the specular direction
arises from a distribution of local surface normals about the average surface normal. The first
surface reflectance from typical dielectric coatings (with index of refraction 1.4-1.6) is
3-5 percent for normal incidence and higher for nonnormal incidence. The surface reflectance
approaches unity near grazing.

The volume component of the reflectance due to pigment scattering depends on the
pigment index of refraction, number density and size distribution, on the binder thickness and
absorption, and for thin coatings on the substrate reflectance. In general the reflectance
component due to pigment scattering is quite diffuse for viewing angles between normal and
about 70 degrees (corresponding to the critical angle for transmission from the binder to air).
Volume scattering gives rise to most of the spectral variations in the reflectance of paints and
determines whether they are high or low reflectance paints.

The reflectance properties of water can also be explained in terms of a surface component
and a volume component. In the visible part of the spectrum, where the transmission of water
is relatively high, volume scattering can be a significant contributor to the reflectance from
water. In the infrared, where water is opaque, first surface reflection dominates.

The bidirectional reflectance properties of leaves also consist of a surface and volume
component. The surface component of the reflectance from leaves may be quite specular for
waxy leaves. Volume scattering arises from scattering by the cell structure within the leaf and
is very diffuse. The volume component of reflectance in the visible is quite small due to
absorption within the leaf, especially due to chlorophyll at 0.675 um. The volume scattering
(and also the diffuse transmission) is very high in the near infrared where there is little
absorption in the leaf.

The bidirectional reflectance from natural vegetation is much more diffuse than from a
single leaf because of the random orientation of leaf surfaces within the canopy.

The bidirectional reflectance from dry soils is dominated by scattering and is generally
quite diffuse. Wet soil may have a water surface giving rise to a surface component.

3.4 OPTICAL PROPERTIES OF MATERIALS

Databases of optical properties of materials including spectral reflectances, spectral
emittances, and spectral indices of refraction are important for selecting wavelength bands for
particular multispectral sensor applications and for estimating expected performance. In
addition, thermal properties including specific heats, conductivities, and heat capacities are
important in the infrared. Radiance measurements are important for characterizing the spectral
radiances in the field and for validating models that relate optical and thermal properties to
radiance. Multispectral imagery databases are important for determining the characteristics of
extended backgrounds and for validating models, developing algorithms, and evaluating
performance with real data.




3.4.1 Reflectance and Emittance

The Target Signature Analysis Center (TSAC) compilation was prepared between 1967
and 1972 for the Avionics Laboratory at Wright Patterson Air Force Base. It was the first
comprehensive database of optical properties. This data compilation contains a large number
of spectral directional reflectance curves between 0.4 and 2.5 um natural and man-made
materials. This compilation also contains BRDF data at several wavelengths including 0.6328,
1.06, and 10.6 pm, spectral emittance measurements between 4 and 14 um, and field spectral
radiance measurements on various backgrounds between 4 and 14 um. This compilation
includes all measurement data available at the time including data collected by the
Environmental Research Institute of Michigan (ERIM), then the Willow Run Laboratories of
the University of Michigan. A large portion of the TSAC database has since been published
as part of the NASA Data Compilation.

Many spectral reflectance measurements between 0.4 and 14 pym have been made since
publication of the TSAC Data Compilation. Surface Optics has measured the optical
properties of many materials over the last 20 years that are contained in a variety of their
reports.

Much of the earlier data have sufficient spectral resolution to support multispectral
analyses. More recently Fourier transform spectrometer measurements with higher spectral
resolution in support of hyperspectral analysis have become available. Dr. John Salisbury has
collected many high spectral resolution measurements between 3 and 14 pm that have been
published and that are part of a Spectral Catalog assembled and maintained by SETS
Technology, Inc. Measurements have been made for a variety of natural and man-made
materials.

Index of refraction data are frequently published in the Journal of the Optical Society of
America and Applied Optics. A summary of index of refraction data is available in the form
of a State-of-the-Art report from IRIA, and many of these data are contained in the most
recent IR/EO Systems Handbook published by IRIA. Additional data are available in the
Handbook of Infrared Optical Materials, edited by Paul Klocek and published by Dekker in

1991.
3.4.2 Thermal Properties

Most thermophysical properties required for analysis in the thermal infrared can be
obtained from the Handbook of Chemistry and Physics. Additional data are available in the
Handbook of Infrared Optical Materials edited by Paul Klocek.

3.4.3 Radiance Measurements

Field radiance measurements are most useful only if they are well ground truthed. This is
because solar, sky, and cloud radiances significantly affect the magnitude and spectral quality
of the reflected radiance throughout the spectrum. In the thermal infrared, surface
temperatures affect the magnitude and spectral quality through the dependence on the Planck
equation.

Field spectral radiance measurements are often used to validate models that are based on
reflectance and emittance properties of target and background materials to spectral radiances at
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a sensor including all solar and sky emission illumination sources, surface temperatures, BRDF
effects, and atmospheric transmission and path radiance effects. However field measurements
are of only limited value in directly understanding the fundamental reflectance and emittance
properties of materials.

Field spectral radiance measurements are especially useful for characterizing statistical
characteristics of target and background radiances. A catalog of hyperspectral radiance
measurements between 3 and 14 um has been generated by ERIM. This catalog contains data
collected using a BOMEM Fourier Transform Spectrometer on a computer controlled pan-tilt
mount. These data have been collected under contract to the Air Force as part of the
Advanced Research Projects Agency (ARPA) Multispectral Program and under contract to
Naval Research Laboratory (NRL) as part of the Navy Multispectral Program. These data
show that narrow band radiance in the MWIR and LWIR for vegetative and desert
backgrounds are very highly correlated. The correlation coefficients are frequently larger than
0.99 and sometimes as high as 0.9999 between bands away from the atmospheric absorption
edges and away from the shorter end of the MWIR and the influence of solar reflection.

High spectral correlations in the MWIR and LWIR suggest that the spectral emittance
variations are small and that almost all of the variation in the data is caused by temperature
variation. Temperature variations affect all thermal spectral bands in nearly the same way,
hence temperature-induced variation should be expected to cause highly correlated variations.
The surprising result is that the uncorrelated variations in the thermal infrared spectral
emissivites are so very small.

Diurnal variations in the solar input and variable cloud cover can affect the data in the
reflective visible and SWIR in much the same way as variations in temperature in the thermal
IR. They give rise to correlated variations in the visible and SWIR although the spectral
correlations the visible and SWIR tend to be smaller than in the thermal infrared. This is
presumably to the electronic transitions and a variable chemical content in many materials in
the visible and SWIR.

3.4.4 Imagery

There are several sources of readily available airborne and spacebome multispectral data.
ERIM has flown several multispectral scanners along flight lines over much of the
United States beginning in the mid 1960s. The original multispectral scanner included
12 visible and near IR bands between 0.4 and 0.9 pm; three SWIR bands (1.0-1.4, 1.5-1.9, and
2.0-2.6 pm); a MWIR or LWIR band; and an analog recorder system. The most recent version
has 30 available bands, digital recording of 16 bands at a time, and a motion measurement
system for geocoding the data.

Daedalus has a commercial product line of multispectral scanners that have collected data
for a wide variety of programs. For example, data over a number of backgrounds are available
as part of the DARPA InfraRed Data Library (DIRDL) at ERIM. These data were collected in
support of the High Resolution Calibrated Airborne Measurements Program (HICAMP) and
TEAL RUBY programs.

HICAMP is a staring focal plane array imaging sensor that collects data both in a staring
mode and in a pushbroom scanner mode. Data in selected MWIR (filter selectable) and LWIR
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(filter selectable) bands over a variety of backgrounds and aircraft targets are available in
DIRDL.

Infrared Analysis and Measurements and Modeling Program (IRAMMP) is a two-band
sensor operating in the MWIR (filterwheel selectable) and in the LWIR. Two bands over
clouds, blue sky, and terrain are cataloged and available from QuestTech.

Data from the Landsat and Systéme Pour I’Observation de la Terre (SPOT) satellite
multispectral sensors from almost anywhere in the world is available from the Sioux Falls Data
Center in South Dakota and from SPOT Inc. in Washington D.C.
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4.0 MULTISPECTRAL AND HYPERSPECTRAL
SENSING

Multispectral and hyperspectral remote sensing across the visible and thermal infrared has
become practical in large part because of the advances in detector technology over the last two
decades. Section 4.1 will describe these developments very briefly (detailed discussions can
be found in the IR Handbook and in the IRIS IR Detector Specialty Group Proceedings).
Section 4.2 presents a brief review of the principles of spectral radiometry. Section 4.3
discusses the main characteristics of multispectral scanning, and Section 4.4 discusses several
approaches to hyperspectral imaging. Section 4.5 and 4.6 present design characteristics of
several current and planned airborne and spaceborne multispectral and hyperspectral imaging
Sensors.

4.1 DETECTORS AND DETECTOR ARRAYS

Optical detectors operate on a variety of photoemissive, photoconductive, and photovoltaic
principles. Photocathodes in the visible and very near IR, silicon detectors in the visible and
near infrared (out to about 1.1 pm), InSb photovoltaic detectors from 1 to about 5.5 um, and
HgCdTe photoconductors in the infrared from 3 to 12 um offer high performance operation
and are frequently used detectors. PtSi detectors for operation in the MWIR from 2 to about
5.5 pm have a lower quantum efficiency but can be produced in the form of large two-
dimensional focal plane arrays. Extrinsic Si (e.g., Si:In in the MWIR and Si:Ga in the LWIR)
detectors require a very low operating temperature but may be preferred for low background
applications, and monolithic silicon two-dimensional focal plane detector assemblies are easier
to fabricate for use in the LWIR than HgCdTe arrays which normally must be bump-bonded to
silicon readout. _

Imaging with a single detector requires two-dimensional scanning over the entire object
field of view. Linear arrays can reduce the requirement for scanning to one dimension.
HgCdTe linear arrays developed for the Army Common Module Program are used for a wide
variety of LWIR imaging sensors. More recent developments of two-dimensional detector
arrays have further reduced the requirement for scanning.

The development of one- and two-dimensional detector arrays is very significant for
several reasons. The first is the significant increase in sensitivity available with the large
number of detectors in the detector arrays. The second is the temporal processing that
becomes practical with detector arrays. A two-dimensional rigid focal plane significantly
reduces the number of degrees of freedom of motion between subsequent image frames so that
image registration and clutter suppression by frame-to-frame subtraction become a practical
reality. Third, two-dimensional detector arrays permit hyperspectral scanning with one
dimension used for spatial information and the other dimension for spectral information.




4.2 SPECTRAL RADIOMETRIC MEASUREMENTS

Spectral radiometric measurements of a nonimaging type are used to obtain the spectral
characteristics of radiance, reflectance, emittance, and transmittance. These measurements
have been the basis for many of the developments of modern physics and astronomy and are
also frequently used as a means of materials identification. Interferometric techniques, long a
mainstay of atomic and molecular physics, provide very high spectral resolution data, and
prism and grating spectometers, spectral filters, and variable spectral filters can be found in
many common instrument designs.

The recent development and use of the Fourier transform spectrometer (FTS) is largely due
to the availability of the laboratory computer and electronic digital signal processing
technology. The principle of the FTS is that of a Michelson interferometer with a variable
path length in one arm. A time varying path length causes the fringes in the output of the
spectrometer to vary in intensity due to constructive and destructive interference. The
temporal output of a detector at the output of the interferometer is then the Fourier transform
of the spectrum at the input. The FTS allows high resolution spectra to be collected using a
single detector.

High resolution (ultraspectral) techniques can be used to monitor an area for the presence
of chemical and biological warfare (CBW) agents or vapors produced in the production of
illegal substances by detecting a unique "fingerprint" signature. Military applications of high
resolution, ultraspectral imaging sensors are, however, limited because of the general
requirement for high spatial resolution with imaging systems.

The development of one- and two-dimensional detector arrays has provided for a number
of sensor developments that have led to high spectral resolution (multispectral and
hyperspectral) scanners and imaging spectrometers.

4.3 MULTISPECTRAL SCANNERS

Multispectral scanners are most frequently configured to scan a detector across the ground
beneath an aircraft to provide imaging in the cross-track direction. Aircraft motion provides
the second dimension to the image. Multispectral imaging can be achieved with a dispersing
element and an array of detectors behind the field stop. Multispectral scanners can also be
configured with a linear array of detectors in the image plane of the scanner with each detector
spectrally filtered separately and brought into spatial registration by appropriate time delay
techniques.

ERIM developed the first multispectral scanner in 1963 with subsequent developments
leading to the current ERIM M-7 mapper multispectral scanner. This scanner included a
dispersive element in the visible near-infrared and spectrally filtered linear arrays in the
infrared. The instantaneous field of view (IFOV) is scanned orthogonal to the direction of
motion of the aircraft to provide imaging in one dimension. Aircraft motion provides motion
in the other dimension. The field stop defines the IFOV (spatial resolution). A dichroic beam
splitter in the optical path divides the beam. The transmitted beam (in the visible and near IR)
is dispersed through a prism and imaged onto a fiber optic bundle coupled to an array of
detectors. The spectral data are collected simultaneously and are spatially registered. The
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reflected beam is imaged onto a linear array of detectors, each with its own spectral filter.
These data are collected simultaneously and are brought into spatial registration by appropriate
time delay. Additional spectral coverage is obtained by deflecting a portion of the beam onto
another linear array of filtered detectors. An optical schematic is shown in Figure 4-1 with the
spectral bands shown in Figure 4-2.

The ERIM M-7 scanner has been used in support of many DoD and National Aeronautics
and Space Administration (NASA) multispectral programs and currently covers 30 spectral
bands with 18 in the visible and very near IR, 6 bands in the SWIR (1-2.5 um), and 6 bands
in the 3-12 pm range). The sensor IFOV is 2.5 mrad and the sensitivity is typically
NEAp < 0.05% in the reflective bands and NEAT < 0.10K in the thermal bands. The ERIM
M-7 mapper utilizes a state-of-the-art high bandwidth, six degree of freedom, motion
measurement system for precision geometric image correction, orthorectification, geocoding,
and multipass mosaics. ‘

A family of multispectral scanners based on similar principles is available from Daedalus
and is both widely used and commercially available. One is the Daedalus 1268 Thematic
Mapper Simulator (TMS); among its 11 bands are 6 spectral bands in the visible and reflective
IR and one band in the LWIR to match the spectral bands of the Landsat Thematic Mapper.
This scanner has been used to collect a wide variety of data in support of various DoD and
other government sponsored programs.

The Thermal Infrared Multispectral Sensor (TIMS) is a Daedalus scanner configured with
an array of 6 bands in the LWIR selected primarily for geologic remote sensing brought into
registration by appropriate time delay. The TIMS sensor was one of the first sensors to collect
multispectral data in the thermal infrared.

Multispectral scanners typically have a small number of detectors, one for each spectral
band, that scan a two-dimensional image space. Sensitivity is generally limited by the number
of photons that can be collected in a dwell time, and this then limits the number of spectral
bands and the spectral resolution available using typical multispectral scanner technology as
represented by the ERIM or Daedalus multispectral scanners.

4.4 IMAGING SPECTROMETERS

The development of large one- and two-dimensional focal plane arrays has led to the
development of a variety of imaging spectrometers. NASA and the Jet Propulsion
Laboratory (JPL) developed the first hyperspectral imaging spectrometer known as the
Airborne Imaging Spectrometer (AIS) in 1983 (and retired in 1987). The AIS was a
pushbroom scanner using a 64 by 64 two-dimensional focal plane array. One dimension of the
array provides the cross track image along the flight line. The other dimension is spectral.

The AIS could be configured to operate between 0.78 and 2.14 um for vegetation studies or
1.19 and 2.53 um for geological studies.

The JPL Airborne Visible-Infrared Imaging Spectrometer (AVIRIS) was developed in 1987
to collect data in 224 spectral bands between 0.4 and 2.5 ym. The AVIRIS is a scanning
spectrometer. Four optical fibers are connected to four spectrometers which define the field
stop for the AVIRIS telescope. Spectrometer A contains a linear array of Si detectors, and
spectrometers B, C, and D each contain a linear array of indium antimonide detectors. There
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are 224 spectral band of which 220 are usable. The spectral ranges of spectrometers A, B, C,
and D are 0.40 to 0.71, 0.68 to 1.28, 1.24 to 1.86, and 1.83 to 2.45 um. There are
210 spectral bands after spectral resampling.

The most recent development has been the sensor being developed for the Hyperspectral
Digital Imagery Collection Experiment, HYDICE, covering the spectrum between 0.4 and
2.5 um with 206 spectral channels. HYDICE represents a significant advance in the state of
the art in hyperspectral sensors by combining higher signal-to-noise ratio (SNR) and
significantly better spatial and spectral resolution and radiometric accuracy than earlier
systems. The optical system consists of an off-axis telescope and a double pass prism
spectrometer, and the heart of the sensor is a 320 x 210 pixel InSb detector array which is
"pushbroomed" along the flight path.

The MUItiSpectral Infrared Camera (MUSIC) sensor is a modification of the HICAMP
sensor with a 45 by 90 extrinsic Si detector array in the LWIR. Data are collected in
45 spectral bands. A spectrally variable filter is placed just in front of the focal plane detector
array. The sensor is operated in a pushbroom fashion. The data are read out once for each
pixel of forward motion of the aircraft, and data are brought into spatial-spectral registration
with appropriate time delays as part of the post processing.

The Spatially Modulated Imaging Fourier Transform Spectrometer (SMIFTS) represents an
alternative to using a dispersive element or variable spectral filter in the optical path.
Developed by Defense Advanced Research Projects Agency (DARPA), Office of Naval
Research (ONR), and University of Hawaii, SMIFTS is based on the Sagnac interferometer.
Rather than varying the optical path length of one arm of the interferometer to generate a
temporal Fourier transform of the input (as in the Fourier transform spectrometer), SMIFTS
captures the interferogram spatially at the output of the interferometer. The other spatial
dimension at the output of the interferometer contains a one-dimensional spatial image of the
input. A two-dimensional hyperspectral image is then obtained by operating the SMIFTS in a
pushbroom fashion.

SMIFTS is a hyperspectral imaging spectrometer with 100 spectral bands between 1.0 and
2.5 um. There are a number of practical trade-offs to be considered between a SMIFTS design
and a more traditional design using a dispersive element in the optical path such as HYDICE.
However, both designs take full advantage of the two-dimensional focal plane technology and
use one dimension for spatial imaging and the other for spectral imaging. The high spectral
resolution, the large number of spectral bands, the high spatial resolution, and the longer dwell
times all result from the availability of the two-dimensional focal planes.

HYDICE and SMIFTS represent state of the art approaches to hyperspectral imaging
spectrometers, but there are many hyperspectral imaging sensors available today. Brief
descriptions of a number of these are included in Sections 4.5 and 4.6.

4.5 CURRENT AND PLANNED AIRBORNE SENSORS

This section presents brief summaries of current and planned airborne multispectral
imaging scanners and hyperspectral imaging sensors.




4.5.1 Airborne Multispectral Imaging Scanners

Characteristics of six commonly used current airborne multispectral imaging scanners are
summarized in Table 4-1. The sensors are presented in alphabetical order.

4.5.1.1 ATM and ATMX (Airborne Thematic Mappers) (AADS 1268 and AADS
1278)

These sensors have been designed and build by Daedalus, Inc. At least a dozen are in use
in various parts of the world. The instrument was designed to spectrally match the six
reflective spectral bands of the Landsat Thematic Mapper, which was first launched in 1982.
The thermal channel has a broader bandpass to improve SNRs in airborne mapping operations.
In addition, there are four other visible and near infrared (VNIR) bands, for a total of 11.

4.5.1.2 Calibrated Airborne Multispectral Scanner (CAMS)

This NASA-sponsored and -operated instrument is flown in the NASA/SSC Learjet 23.
Like the ATM, it was designed to provide spectral matches to the Landsat Thematic Mapper
bands, plus two additional visible bands.

4.5.1.3 Multidetector Electro-Optical Imaging Sensor (MEIS)

This pushbroom scanner was developed and is available from MacDonald Dettwiler and
Associates in Canada. It acquires data in eight narrow spectral band selectable from the VNIR

spectral region.

4.5.1.4 M-7 Multispectral Mapper

This pioneering sensor was developed in the early 1970s by ERIM (Environmental
Research Institute of Michigan). It still is operational and was upgraded in 1993. Selection
and recording is done on any of 16 individual bands or band combinations selected from a
possible 31 spectral bands. The M-7 is the only system to provide capability for coverage
simultaneously in all spectral regions from the ultraviolet (UV) through visible, NIR, SWIR,
MWIR, and LWIR. It also has been used with special position measurement equipment,
allowing accurate mosaicking of adjacent passes.

4.5.1.5 NS001 (Thematic Mapper Simulator)

The NASA—develbped NS001 is another simulator of the Landsat Thematic Mapper
spectral bands. It has one additional SWIR band.

4.5.1.6 Thermal Infrared Multispectral Scanner (TIMS)

This six-band thermal scanner was developed by Daedalus, Inc., to specifications
developed by NASA/JPL. Its purpose was primarily for geological mapping, taking advantage
of spectral emissivity differences in the LWIR spectral region. TIMS is flown on NASA
aircraft, for example, C-130 or ER-2.
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4,5.2 Airborne Hyperspectral Sensors

This section presents brief profiles of 19 airborne hyperspectral sensor systems currently
(May, 1994) or nearly available for data acquisition. These 19 systems are summarized in
Table 4-2. This section was contributed by Ronald J. Birk, Commercial Remote Sensing
Program, Sverdrup Technology, Inc., Stennis Space Center, MS, and Thomas B. McCord,
SETS Technology, Inc., Mililani, HI, and Hawaii Institute of Geophysics and Planetology,
University of Hawaii, Honolulu, HI. The paper was presented at the 47th National Aerospace
and Electronics Conference, Dayton, OH, May 23-27, 1994 and is included in its entirety in
Appendix B.

4.5.3 System Profiles

AAHIS-1 - SETS Technology, Inc.

The Advanced Airborne Hyperspectral Imaging System-1 (AAHIS-1) is being developed
by SETS Technology, Inc., to demonstrate the value of very high quality hyperspectral
imaging data for a variety of land surface and underwater applications. This fully funded
system will first fly in May 1994 and should be available as a service starting in the summer
of 1994. This first system is optimized for the visible and blue portions of the spectrum
(440-835 nm, 36 or 73 channels) to concentrate on littoral, vegetation, and underwater
applications. The AAHIS-1 uses the latest technology, including a two-dimensional focal
plane, to achieve the highest data quality in a pushbroom mode. Performance expected
includes 1 m ground spatial dimension (GSD) at 1 km altitude with SNR > 500:1 per spectral
channel for 20% albedo. The system will first be flown on a Piper Aztec in Hawaii but is
available for flight around the world. The compact AAHIS-1 is easily operated and can be
carried from place to place as personal baggage. Several applications flights are already
planned and funded. Over the next year, the system will be extended to cover the spectral
range out to about 2.5 um. The data are collected directly onto a 1.2 GB hard drive as
measured through a high-speed port at about 0.3 Mb/s so that approximately a 40 km-long
swath can be recorded before downloading to Exabyte tape. The data are to be processed by
SETS Technology, Inc. using their existing Hyperspectral Image Processing System (HIPS)
and its related tools. Several data sets have already been collected and processed using a
prototype sensor of similar specifications to prove the technology.

AHS-Daedalus Enterprises, Inc.

The Airborne Hyperspectral Scanner (AHS) (formerly MAS), developed by Daedalus
Enterprises, Inc., has been operational since 1991. Applications for this system include
environmental studies, mineral exploration, oceanography, satellite simulation, and forest fire
environmental impact. The NASA Ames Research Center (ARC) and Goddard Space Flight
Center (GSFC) are using Daedalus’ spectrometer to develop an airborne simulator for the
MODIS-N instrument. When flown with the TIMS, the system can approximate the Advanced
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) (Grant and Myers, 1992).
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AlS-Geophysical Environmental Research

The AIS developed by Geophysical Environmental Research (GER) is a 63-channel AHS.
This system began operating in 1987, providing surface mineral direct mapping for commercial
use. Between 1987 and 1990, this system was flown over the U.S.A., Australia, Germany,
Great Britain, France, Spain, Italy, and Israel (Collins and Chang, 1990). Applications for this
sensor include environmental monitoring, oil and mineral exploration, mapping, and military
targeting.

AMSS-Geoscan PTY LTD

The Airborne Multispectral Sensor System (AMSS) was developed by Geoscan PTY LTD
of Australia. This AHS, which was built for commercial mineral exploration, has been
operational since 1989. Its applications include mineral, oil, and gas exploration as well as
environmental monitoring. The SNR of the AMSS imagery is high enough to enable band
differences to be used for simplified image processing in mineral detection. By use of two or
three band differences, the band shapes for specific minerals can be outlined. In addition,
single black and white band difference images can show major mineral types directly in an
alteration envelope. The minerals can be shown to be present in GER Infrared Intelligent
Spectroradiometer (IRIS) ground spectra taken in the scanner-indicated zones (Lyon and
Honey, 1990).

ASAS-NASA/Goddard Space Flight Center

The Advanced Solid-State Array Spectroradiometer (ASAS) was developed by
NASA/GSFC. In its current configuration, this AHS has been operational since 1992. ASAS
is currently the only airborne imaging system with off-nadir pointing capability. Off-nadir
pointing imaging devices offer multidirectional observations of bidirectional reflectances and
increased temporal coverage potential. With its bidirectional and spectral characteristics,
ASAS is ideally suited to provide data for Earth Observing System (EOS) era research:
pointing capabilities are proposed for the Multiangle Imaging Spectroradiometer (MISR) on
EOS (NASA/GSFC, unpublished). Applications for the sensor include bidirectional reflectance
studies, off-nadir viewing, stereo-image analysis, terrestrial ecosystem field experiments, and
simulator for EOS spaceborne instruments.

AVIRIS - NASA/Jet Propulsion Laboratory

The AVIRIS AHS was developed by NASA/JPL. This AHS is designed to measure the
upwelling spectral radiance in the region where solar reflected energy from the Earth’s surface
is dominant. AVIRIS is the first Earth-looking imaging spectrometer to cover the entire solar
surface-reflected portion of the electromagnetic spectrum in narrow contiguous spectral
channels (Green et al., 1992). AVIRIS is calibrated at better than 5 percent. The sensor
produced its first airborne images in 1986 and its first science data in 1987. The system has
been fully operational since 1989. Applications for AVIRIS include imaging spectrometry
research and applications, terrestrial land ecology, ocean ecology and bathymetry, geology and
soil science, hydrology, atmospheric aerosols and gases, environmental monitoring, and
spaceborme system calibration and modeling.
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CASI-ITRES Research Ltd.

ITRES Research Ltd. of Canada has developed the Compact Airborme Spectrographic
Imager (CASI), which has been operational since 1988. CASI is a highly sensitive pushbroom
imager that captures both spatial and spectral information from each line image without any
scanning or other mechanical motions. CASI provides programmable spectral band sets and
easy switching between spectral and spatial information during data acquisition. Water
applications include pollution and algae bloom monitoring, benthic weed surveys, and
bathymetry and subsurface feature investigations. Vegetation applications include vitality
analysis, species discrimination, cover estimation, right of way surveillance, illicit crop
detection, and soil evaluations. In addition, CASI can be used as a tool for providing direct
digital input data for Geographic Information System (GIS). ITRES is developing a
companion system for CASI that will generate the necessary navigation and pointing
information to provide direct inputs for GIS (Babey and Anger, 1993).

CHRISS-Science Applications International Corporation

The Compact High-Resolution Imaging Spectrograph System (CHRISS) developed by
Science Applications International Corporation (SAIC) has been operational since 1992. The
systemn features high spectral and spatial resolution, decreased weight, small size, and both
digital and analog data recording. CHRISS uses a staring optical design and a high
throughput, low aberration specttrograph in a pushbroom imaging format (Speer et al., 1992).
Applications include petroleum seepage, vegetation identification, environmental and global
change, DoD camouflage discrimination and reconnaissance, and NASA forestry and ocean
color. SAIC is currently building a new version of CHRISS; parameters for the new system
will soon be available.

DAIS-2815 - Geophysical Environmental Research

The ASTER Simulator (DAIS-2815) developed by Geophsical Environmental Research has
been operational since 1991. This system is designed to simulate ASTER’s VNIR band 3 and
Thermal Infrared (TIR) bands 10-14. In addition, the scanner has three MWIR bands between
3 um and 5 pm to investigate this region’s use for geological and environmental remote
sensing. All data form this instrument can be used in general image processing software, such
as ERDAS or Genlsis (Watanabe et al., 1991).

DAIS-7915 - Geophysical Environmental Research

The 79-channel DAIS-7915 was developed by Geophysical Environmental Research for
detection, analysis, and mapping. The system is currently under development (Birk, 1992).

HYDICE - Naval Research Laboratory

The HYDICE AHSS is being developed by the Naval Research Laboratory under the
Congressional Dual-Use Initiative for transfer of military technology to the civil sector.
Researchers are exploring the use of hyperspectral data for problems in agriculture, geology,
the environment, coastal ocean processes, ocean optics, the marine atmospheric boundary layer,
bathymetry, and water clarity measurements. HYDICE is being build to research the use of an
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advanced imaging spectrometer to evaluate the data’s usefulness and to determine how to build
a truly operational system (Rickard et al., 1993).

MIVIS - Daedalus Enterprises, Inc.

The Multispectral Infrared and Visible Imaging Spectrometer (MIVIS) produced by
Daedalus Enterprises, Inc., has been operational since 1993. MIVIS contains a 10-channel TIR
band, a 64-channel spectrometer covering the 2-2.5 pm region and 8-channel NIR, and a
20-channel visible imaging spectrometer (VIS). The 102-channel MIVIS is designed primarily
for mineral and oil exploration (Baker, 1991). Other applications may include oceanography,
environmental studies, plant stress, and thermal mapping applications.

MUSIC - Lockheed Missiles and Space Company, Inc.

MUSIC was developed by Lockheed Missiles and Space Company, Inc. (LMSC) for
ARPA. The current version has been operational since 1989. MUSIC is a cryogenic starting
thermal infrared sensor with dual telescopes. The telescopes produce data frames in two bands
simultaneously. Spectral filtering by multilayer interference filters is provided in each
telescope to define the spectral band of radiation reaching the detectors. Either fixed spectral
filters or a circular variable filter can be commanded in each telescope. An on-board computer
controls the operation of the sensor, including selection of spectral filters, detector array frame
rate, operation of the tape recorders, and pointing of the gimballed mirror pointing and
stabilization system (Kulgein et al., 1992). MUSIC’s applications include chemical vapor
sensing, plume diagnostics, and target and background spectral signatures.

ROSIS - DLR

The Reflective Optics Systems Imaging Spectrometer (ROSIS), developed by DLR in
Germany, has been operational since 1992. Because of its purely reflective concept, ROSIS
extends in both spectral directions. This system was particularly tailored to measure ocean
parameters, including chlorophyll fluorescence, but the range of applications is growing
beyond ocean and coastal zones. Water applications for ROSIS include measurement of water
pollution, chlorophyll-fluorescence, plankton blooms and biomass, mesoscale eddies and
currents, coastal erosion, mapping of flooded areas, and sea-ice mapping. Land and
atmospheric applications include mapping of deforestation, crop status, land use, glacier and
snow coverage, clouds, and aerosol amount (Kunkel et al., 1991).

SMIFTS - Advanced Research Projects Agency, Office of Naval Research,
University of Hawaii

ARPA, ONR, and the University of Hawaii have developed SMIFTS. The instrument is
cryogenically cooled, is robust and compact, and provides simultaneous measurement of all
spectral channels. SMIFTS uses spatial modulation and a detector array to sample the
interferogram and therefore uses no moving parts to obtain data (Lucey et al., 1992).
Applications for this system include airborne imaging spectroscopy, plume observations,
thermal profiling, Lightsat emulation, and HYDICE data simulation.

4-14




TRWIS-B, TRWIS-SC, TRWIS-II| - TRW

TRW is currently flying three models of Imaging Spectrometers: TRWIS-B and
TRWIS-SC, which operate in the VNIR regions (0.46-0.88 um), and TRWIS-II, which
operates in the SWIR (1.5-2.5 pm). These instruments have been operated from fixed-wing
aircraft, helicopters, and ground platforms. TRWIS-B and TRWIS-II are pushbroom
instruments with a swath width of 240 pixels. TRWIS-SC is a cross-track whiskbroom
scanner with a swath width of 1000 pixels. All instruments feature simultaneous
measurements of all spectral channels to avoid spectral contamination. Extensive software and
special-purpose hardware are available to perform sophisticated, rapid processing of data. The
data can also be processed in real time in the aircraft to receive immediate identification or
quantification of surface material. Applications for these instruments include infrastructure
mapping; environmental, agriculture, and forestry monitoring; oil and natural gas exploration;
maritime research; and general research (Dr. Donald Davies, personal communication).

WIS - Hughes Aircraft Company/Santa Barbara Research Center

The Wedge Imaging Spectrometer (WIS) developed by Hughes Aircraft Company has
been in operation since 1989. This system joins the spectral separation filters to the detector
array, eliminating the need for a complex aft-optics assembly and bringing imaging
spectrography into an affordable cost range. Its resulting smaller size and weight make it
compatible with lightweight satellite or small aircraft use. In addition, its simple, rugged
design is well suited to operation by relatively unskilled personnel (Demro and Woody, 1993).
WIS sensor data collection is flexible; data acquisition is synchronized with aircraft velocity
and focal plane integration times. A wide range of altitudes and velocities are available, and
data rectification does not require aircraft attitude information or global positioning system
(GPS) (Hughes/SBRC, unpublished). Applications for the WIS include hyperspectral imaging,
airborne monitoring, environmental observations, terrain and site classification, crop
assessment, and identification of specific materials. Hughes is currently building the next
~ generation WIS. Specifications for Hughes’ new WIS, as well as for the other systems
profiles above, are listed in Table 4-2.

4.6 CURRENT AND PLANNED SPACEBORNE SENSORS
4.6.1 Merits of Satellite Multispectral Sensing

Satellite multispectral sensing provides synoptic, repeated, broad-area coverage of the
entire Earth, with spectral diversity, radiometric quality, and geometric fidelity. Its digital
form is important, because it allows for interactive and automated data exploitation. It
provides data continuity, with one archive (Landsat MSS) dating back to the early 1970s.
Stereo coverage is another advantage of some systems (with off-axis pointing or simultaneous
viewing), allowing for extraction of digital terrain elevation data.

On the other hand, temporal revisit frequency is a weakness of some systems, but can be
offset by inclusion of off-axis pointing capability. Spatial resolution is moderate to coarse, in
comparison to aerial photography or other systems, and obscuration by clouds can be a
problem.
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4.6.2 Classes of Multispectral Satellite Sensors

For purposes of this report, two classes of spaceborne multispectral sensors are discussed,
high-resolution imagers and wide-field systems. System designers have had to make trades
between spatial resolution, swath width, and revisit interval, under constraints imposed by
telemetry downlinks and other factors. Some of the choices that have been made are
summarized in Figure 4-3.

Wide-field systems have large (e.g., 1 km) pixels which permit wide swaths and (up to)
daily revisits; they have been designed primarily for meteorological and sea-surface
observations. High-resolution imagers have smaller (10- to 30-meter) pixels which lead to
more narrow swaths and revists at two- to six-week intervals, unless they have off-nadir
pointing of the sensor which can provide next-day coverage; they have been designed
primarily for land remote sensing.

4.6.3 History of Satellite Multispectral Sensing

The satellite multispectral imaging era began in 1972, with USA’s launch of Landsat-1,
then called the Earth Resources Technology Satellite (ERTS). It had two sensors on board, the
Multispectral Scanner Subsystem (MSS) and the Return Beam Vidicon Camera (RBV). The
80-meter-resolution MSS proved to be the more durable and useful of the two instruments. Its
four channels of multispectral VNIR data set the stage for the similar and improved sensors
which have followed. Like Landsat-1, they are in sun-synchronous polar orbits.

The first major wide-field multispectral system was the USA’s Advanced Very High
Resolution Radiometer (AVHRR), initially carried in 1978 by the TIROS-N satellite and
subsequently by National Oceanic and Atmospheric Administration (NOAA) satellites,
beginning with NOAA 6 in 1979.

4.6.4 High-Resolution Multispectral Imagers

Figure 4-4 summarizes the salient characteristics of those systems which have produced
the currently available, high-resolution, digital multispectral image data. Looking to the future,
characteristics of planned systems are presented in Figure 4-5. The sensors have on-board
sources which permit radiometric calibration of the data; however, the primary data
applications generally do not rely on absolute calibration of the data.

Landsat MSS data, with 80-meter resolution and finer GSD, were collected continuously
and archived from 1972 to 1993 by at least one and often two systems, on Landsats 1 through
5. The Thematic Mapper (TM), a more capable sensor with 30-meter resolution, began
collecting data in parallel with the MSS in 1982, from Landsat-4, and continues to this day
from Landsat-5. Landsat-6 failed on launch in the fall of 1993, but EOSAT expects the
Landsat-5 TM to continue producing good data for several more years. Launch of the Landsat
Enhanced Thematic Mapper (ETM) is expected in 1997.

The current Landsat TM has seven spectral bands (three visible, one near infrared, two
short-wave infrared, and one long-wave thermal infrared). All bands have 30-meter resolution,
except the thermal band which is 120 meters. The normal GSD of the data is 28.5 meters.

The other four current sources of multispectral data are foreign systems. The most
important of these is the French SPOT system which has two High Resolution Visible (HRV)
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sensors, each of which has the capability of collecting either three-band VNIR multispectral
data at 20-meter resolution or panchromatic data at 10-meter resolution. With its off-axis
pointing capability, revists can occur at 1 and 4 days after viewing any given location. The
scene size of SPOT data is 60 by 60 km, which means that more than nine SPOT scenes are
required to cover the same area as one 185 by 185 km Landsat scene. While the first three
SPOT systems are currently operational, an improved SPOT 4 system is expected in 1997.

The next most important source is from the Indian Remote Sensing Satellites (IRSS) with
their Linear Self-Scanning (LISS) sensors. Their 37-meter data are now being marketed in the
USA by the EOSAT Corporation. An upgraded, SPOT-like system is expected to be launched
later in 1994.

The Japanese Earth Resources Satellite (JERS-1) carries the OPS multispectral sensor, in
addition to a SAR sensor. The OPS system has 18 x 24-meter resolution and spectral bands
similar to TM, except that a TM 1 match is missing and three narrower SWIR bands cover the
spectral band sensed by TM 7; also, a forward-looking NIR band is collected to provide stereo
coverage with a spectrally similar down-looking band. Intended primarily as a research
system, the quantities of data have been somewhat limited and until recently were restricted to
designated researchers or members of the sponsoring Japanese resource companies. After the
failure of Landsat-6, the Japanese have made their archives available for purchase to other
interested parties. The SWIR portion of the system has produced no data since December
1993.

Russian data are derived by digitizer scanning of space-based multiband photography.
Data from two multispectral systems are available for sale through representatives in the U.S.
and other Western countries. The KFA-1000 system has two bands, 0.57-0.68 and
0.68-0.81 micrometers, with a nominal photographic spatial resolution of 5 meters; its-archive
dates back to 1974. Since 1988, the MK-4 sensor has had one panchromatic band and a
choice of three multispectral bands from a selection of seven bands between 0.46 and
0.90 micrometers, all at a photographic resolution of 8 meters. It is noted, however, that the
effective resolution of the digital products likely are somewhat more coarse than these nominal
values. The scene size of the KFA-1000 is 80 x 80 km and that of the MK-4 is
170 x 170 km.

The Japanese plan to launch an improved AVNIR sensor aboard the ADEOS satellite in
1996 and will be the providers of the ASTER sensor for the EOS AM-1 mission in 1998.

In addition, China and Brazil have a joint venture aimed at launching a multisensor earth
resources satellite in 1996. Called CBERS, it will include three multispectral sensors. The
first is a five-band VNIR system with 19.5-meter resolution (one panchromatic and four VNIR
bands) and off-nadir pointing allowing three-day revisits. The second will be an infrared
multispectral scanner with three 78-meter reflective bands (panchromatic, two SWIR, and one
LWIR) and 26 day revisit. Finally, there will be a wide-field imaging sensor with two bands
(visible red and NIR) at 260-meter resolution and three- to five-day revisits.

Important pieces of the future multispectral satellite puzzle may be provided by
commercial interests within the U.S. and associates. Several private companies or consortia
have recently announced plans for providing future multispectral imaging systems with very
competitive characteristics. Three of these systems are: CRSS, Eyeglass, and WorldView.
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WorldView Imaging Corp. has indicated plans to launch a sensor in 1995 with three
15-meter VNIR multispectral bands and a 3-meter panchromatic band. With its off-nadir
pointing capability, revisits will be 5 days with one satellite and 1.5 days with three satellites.
Fore/aft stereo coverage will be included. The swath width will be 30 km for the spectral data
and 6 km for the panchromatic data. Accurate geolocation is intended.

Eyeglass, International, expects to launch a 1-meter panchromatic sensor in 1997. With its
off-nadir pointing, it will have revisits every two days or less. Stereo coverage is optional, as
are a variety of scanning modes using an agile pointing system. Scene size will be
15 x 15 km and swath widths will vary from 15 km to 120 km, depending on the collection
mode.

Lockheed Corp. has announced plans for a 1-meter sensor (CRSS) to be launched in 1997.
Other details are not presently available.

We observe that it will be important for continued development and growth of defense
applications that the U.S. develop reliable, low cost sources of improved multispectral data.

4.6.5 Wide-Field-of-Coverage Multispectral Systems

Figure 4-6 summarizes the major characteristics of some present and planned wide-field
systems. Of current systems, only the AVHRR is listed.

Although the AVHRR has been collecting data since 1978, its data were not archived
systematically during early stages of that period. Only in recent years have the digital data
been made readily available. The major interest for sensor calibration has been for the thermal
channels, used for sea-surface temperature measurements. More recently, the VNIR channels
have been used for vegetation index measurements.

Note that along with the improved AVHRR planned for 1995, a privately-funded SeaWiFS
system will be launched later this year, along with a two-band wide-field sensor on the Indian
satellite. Japan will include one on the ADEOS platform in 1996, and France plans a wide-
field addition to SPOT 4 in 1997.
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5.0 MODELING AND SIMULATION

Simulation and modeling play an important role in the design of multispectral sensors, in
the development of target detection and discrimination algorithms for processing multispectral
data, and in estimating probabilities of detection and false alarm. The basis for multispectral
detection and discrimination is found in the optical and thermal properties of materials. These
properties include spectral reflectance, spectral emittance, bidirectional reflectance, solar
absorptivity, thermal emissivity, heat capacity, thermal conductivity, internal heat sources, and
so forth, as described in Section 3. Although significant insight into the potential advantages
of multispectral sensing can be obtained from an analysis of optical properties, many other
factors affect the spectral radiances at a remote sensor. A variety of computer models have
been developed that account for all of the significant factors that are based on well understood
physical principles.

The design of a multispectral sensor and processor requires spectral radiance data from
validated models and simulations. Measurements from a multispectral sensor with higher
sensitivity, with more bands and with more spectral resolution, and with higher spatial
resolution over appropriate targets and backgrounds under a variety of conditions are generally
required before committing to an operational system for any specific application(s).

Models and simulations are discussed in the next four subsections of this report.

Section 5.1 describes several deterministic target and cloud and terrain background models.
The target models described in Section 5.1 are primarily aircraft and ground target models and
models for backgrounds. Section 5.2 describes models for the environment. The Strategic
Scene Generator Model (SSGM), is described in Section 5.3 and represents an integration of
all of the capabilities for modeling the spectral radiance characteristics of any target and
background related to strategic surveillance and especially to Strategic Defense Initiative (SDI)
missions. Section 5.4 describes an approach to using multispectral data, based on laboratory-
measured optical properties data and simulation models, to design and predict the performance
of a multispectral sensor system. Section 5.5 discusses a flat plate model for spectral radiance
in the infrared that validates the use of measured BRDFs and measured atmospheric
parameters to account for the spectral radiance features in the field.

5.1 TARGET AND BACKGROUND MODELING

This section of the report describes models for targets and backgrounds as sources of
multispectral radiance. They include vehicle thermodynamic, reflectance and radiance models,
plume flow field and radiance models, and background models. For more information on
target modeling, we invite the reader to examine the State-of-the-Art report, Infrared Signature
Simulation of Military Targets, a companion to this volume.

Vehicle models discussed can be divided into those which predict vehicle surface
temperatures and those which do not. SIRIM GTSIG, PRISM, and SPIRITS are all predictive
models in that they model internal heat sources as well as external sources and sinks to predict
vehicle surface termperatures. TARSIS and SSTIRS require the user to specify target surface
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temperatures. These temperatures are then used in conjunction with BRDF data or models to
compute target spectral signatures that include emitted and reflected components. A summary

of the different features of these models is presented in Table 5-1.

Model Name

Table 5-1. Summary of Vehicle Model Features

Target Types

Model Type

Solar Loading
Calculations

Recovery
Temperature
Calculations

Internal
Heat
Source

BRDF

Polarization
Capability?

SIRIM

Ground Vehicles

CSG

Yes

Yes

Beard-Maxwell

GTSIG

Ground Vehicles
Helicopters

Faceted

Yes

Robertson-
Sandford Model

Diffuse, currently
being upgrded

Ground Vehicles Faceted*

Robertson-
Sandford Model

Aircraft/Missiles/| Faceted

Helicopter

TARSIS Aircraft Faceted BRDF Data

Robertson-
Sandford BRDF

SSTIRS Aircraft

4 Simple Surfaces

*SPIRITS includes software to translate CSG models into faceted models.

The Coatings Reflectance Engineering Evaluation Model (CREEP) is a state of the art first
principles model for predicting the BRDF characteristics of a paint coating based on binder,
pigment, surface roughness, and substrate characteristics.

The JANNAF Standard Plume Flowfield (SPF, SPF2 and SPF3) codes are programs for
calculating the gas dynamic structure of an exhaust plume from rocket powered engines below
70 km. The output from SPF must be used with a radiative transfer model such as
SIRRM-AB for spectral signature prediction.

The Standardized Infrared Radiation Model for Air Breathing Vehicles, SIRRM-AB, is a
model for computing aircraft or missile signatures including the signature of the plume.
SIRRM-AB uses a faceted surface model for the surface of the aircraft; it includes reflection
and emission, atmospheric transmission, and the Standard Plume flowfield model with a plume
with plume radiative transfer.

Vegetation is a very common background. A number of vegetation canopy reflectance
(and emittance) models have been developed. A model developed by Suits is described which
embodies most of the essential features of any canopy model.

Background scene spatial structure (as well as spectral structure) is important and can be
modeled statistically. However, with the limited statistics that are usually available, there is no
guarantee that any particular realization has the spatial structure actually found in nature.
GENESSIS (GENEric Scene SImulation Software) uses Landsat multispectral data to identify
specific scene structure and material/background types in an image. Then elevations data from
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a digital terrain elevation data (DTED) database are used with solar illumination and radiative
and convective heat transfer to compute thermal infrared images.

CLDSIM is a CLouD SIMulation program for computing the radiance characteristics of
clouds.

5.1.1 SIRIM, PRISM, GTSIG, and SPIRITS

The Simulated InfraRed Imaging Model (SIRIM), was developed by ERIM to predict
radiometric signature distributions and histories. The solid target modeling is based on the
combinatorial solid geometry (CSG) techniques from Ballistic Research Laboratories (BRL).
One of the unique advantages of the CSG modeling is that it includes the solid three-
dimensional characteristics of the target. Extension of the BRL modeling includes an
automated decomposition of the target into an adaptively sampled grid of volume elements
(voxels) suitable for a finite volume method computation of heat conduction in the target.
Solar loading, convection, conduction, radiative exchange and internal heat sources are
included in the thermal modeling portion of SIRIM. The target radiometric signature is based
on the resulting surface temperatures, surface emittances and reflectances, a Stokes-vector
based description of the polarization, and a ray tracing procedure employed using the original
CSG target description. The SIRIM ray trace method treats multiple target surface reflections,
polarization, and background reflection. By using the CSG-defined geometry in the ray trace,
renderings at very high image resolutions are possible and are not limited by the resolution of
discrete geometry used for heat transfer calculations.

The Physically Realizable Infrared Signature Model, PRISM, is a faceted target model
developed by the Keweenaw Research Center at Michigan Technical University. GTSIG, is
the Georgia Tech Signature model and it is similar to PRISM. SPIRITS, the Spectral IR
Imaging of Targets and Scenes model, is the JANNAF standard for aircraft modeling
developed by Aerodyne. These models represent the surface of ‘a target by small planar facets
in sufficient number to adequately represent the surface of the target. Facet thicknesses and
~ conductivities and internal heat nodes are chosen to allow surface temperature prediction.
PRISM and GTSIG require the vehicle model builder to specify theinternal heat nodes, in
contrast to SIRIM which specifies internal nodes automatically using ray tracing.
Alternatively, temperatures can be assigned. The ray tracing for the optical rendering and
radiometric calculation methods are similar to those in SIRIM.

5.1.2 TARSIS and SSTIRS

TARSIS is the TARget Slgnature Simulation aircraft modeling program developed by
Photon Research Associates (PRA). Target surfaces are represented by an appropriate
collection of planar facets. Facet temperatures are specified by the user but are then input to
thermodynamic calculations which iteratively determine the skin temperature by balancing
facet temperature, aecrodynamic, and solar heating with radiative losses. TARSIS utilizes
BRDF tables for radiometric calculations. These can be generated offline from the various
reflectance models.

SSTIRS is the Spectral Sciences Target IR Signature code that represents the surface using
a selection from four simple geometric shapes: planes, hemi-ellipsoids, cylinders, and discs.
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SSTIRS requires facet skin temperatures from the users and utilizes the Robertson-Sandford
BRDF model in its radiometric calculations.

None of the above aircraft signature models includes skin temperature prediction. Skin
temperatures can be assigned from available measurements, or equilibrium skin temperatures
can be calculated due to aerodynamic heating, solar input, and radiative cooling.

5.1.3 SPF and SIRRM-AB

The calculation of the spectral signature characteristics of an aircraft or missile plume
involve very complex calculations of the aerodynamic flow of the exhaust gases in the plume
and of the chemical reactions occurring in the plume. In addition to a calculation for the
spatial distribution of plume specie density, temperature, and pressure profiles, it is also
necessary to calculate the emission from and transmission through a nonequilibrium plume.

SPF, SPF-2 and SPF-3 are Standard Plume Flowfield (SPF) models for calculating the
spatial distribution of species in aircraft or missile plumes along with their temperature and
pressure profiles. SIRRM-AB is the Standardized Infrared Radiation Model for Air Breathing
vehicles, an aircraft signature similar to SPIRITS, TARSIS, and SSTIRS, for calculating the
radiance from the plume defined by SPF along with the emitted and reflected radiance from
the skin of an aircraft.

5.1.4 CREEP, ERIM, and Aerodyne Models

The spatial-spectral characteristics of a target depend on target geometry and on both
emission and reflection. Specification of the full spectral, angular, and polarization
dependence of the BRDF is required for an accurate representation of the target image. - Such
detailed BRDF data are easily determined for surfaces that are specular or surfaces that are
perfectly diffuse (or approximately so). For other samples measurement data are generally
required. Either measured BRDFs or a model for the BRDF of the surface is required for
accurate target modeling in the visible or infrared.

The Coatings Reflectance Engineering and Evaluation Program (CREEP) is a program
developed by PRA based on first-principles modeling reflection and scattering from rough
surfaces and particulate matter. CREEP is used to calculate the BRDF from a coating
consisting of a number of layers of binder, each loaded with pigment, on a substrate. Large-
and small-scale surface roughness at each interface, binder indices of refraction for each layer,
and pigment and pigment coating index of refraction, number density, and size distribution are
required inputs. CREEP uses large- and small-scale surface roughness models from Barrick,
Mie scattering routines from Boren and Huffmann, and doubling and adding routines from
Hansen and Travis with extensions due to PRA for multiple layer coatings.

CREERP is a state-of-the-art BRDF code for coatings and for use in target modeling.
However the detailed input parameters are often not available or they are inadequately
characterized. For this reason empirical models with parameters based on actual measurement
data are frequently used to model the BRDF characteristics of the target surfaces.

The ERIM and Aerodyne models are two BRDF models that are widely used for
characterizing the surface optical properties of targets. The ERIM model derives a surface
roughness distribution function from a limited measurement database. The BRDF is assumed
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to arise from specular reflections from the rough surface along with a diffuse reflectance
component from "volume" or pigment scattering within the binder. Over small spectral
intervals the spectral characteristics of the BRDF are well characterized by the spectral
directional reflectance because the index of refraction is generally only weakly dependent on
wavelength. BRDF measurements are required at several wavelengths between the visible and
thermal IR because the surface appears to be smoother at the longer wavelengths. This model
is used in SIRIM and is used as a means of characterizing the BRDF of surfaces measured at
the Materials Laboratory at Wright-Patterson Air Force Base.

The Aerodyne model is similar to the ERIM model. However, the Aerodyne model uses
an analytical expression for the surface roughness with parameters derived from a limited
measurement database. The Aerodyne model does not include polarization, but polarization
could be included with only minor modification. This model is utilized in PRISM and
SSTIRS.

5.1.5 Suits Vegetation Canopy Model

Vegetation represents a significant portion of the background for many down-looking
imaging systems. There are numerous measurements of the spectral directional reflectance of
leaf surfaces from various types of vegetation in the visible and infrared. However, surface
measurements alone often are inadequate to predict reflectance properties of the canopy since
the effects of the canopy structure on the spectral reflectance properties of vegetation can be
very strong.

The Suits model characterizes a vegetative canopy with multiple layers of equivalent
horizontal and vertical leaf area over a substory of soil and/or dead vegetation. The
reflectance of the canopy is the result of the solution to a set of differential equations
describing the attenuation of the direct solar radiation and the upward and downward flow of
diffuse flux in the canopy. Inputs to the model are horizontal and vertical leaf area indices,
equivalent leaf (and other vegetative matter) reflectance and transmittance, row structure in the
case of crops, and substory reflectance. All of these parameters are related to the canopy and
can be measured.

5.1.6 GENESSIS

One of the most difficult problems in simulating targets and backgrounds is to accurately
represent the spatial structure of real cloud and terrain background scenes. Statistical
techniques are frequently used in which specific image realizations are generated from
measured background scene statistics. However, the spatial structure in such a realization may
not be representative of actual scenes due to the limited statistical information used in the
simulation, usually only the first and second moments.

GENESSIS (GENEric Scene SImulation Software) is a program developed by PRA under
NRL sponsorship to generate visible and infrared scenes between 0.2 and 15 pm from Landsat
imagery. Multispectral Landsat imagery is processed to define scene content of a Landsat
image. Spatial scene content and Digital Terrain Elevation Data (DTED) are then combined
with environmental inputs (solar input and meteorological conditions) to simulate the spatial
distribution of reflected radiances, temperatures, and emitted radiances in the scene.
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5.1.7 CLDSIM

Clouds are a common background for many systems. CLDSIM is a program developed by
PRA under NRL sponsorship that is used to calculate two-dimensional radiance maps of
clouds between 1 and 12.5 um using a process very similar to that used by GENESSIS. The
clouds are defined by a two-dimensional array of cloud top altitudes. Surface temperatures of
the clouds are set equal to the ambient temperature at cloud top altitude. Cloud types include
water, water-ice, and ice. Surface reflectance is specified by a BRDF and emittance by a
directional emittance.

5.2 ENVIRONMENT MODELING

The sun, moon, stars, airglow, clouds, atmospheric scattering, and atmospheric emission all
provide sources of illumination throughout the visible and thermal infrared. In addition the
atmosphere also absorbs some of the energy from the target between the target and the sensor.
Varying spectral quality of the incident radiation and of the atmospheric transmission all cause
a coloring of the target over and above that intrinsic to the reflectance and emittance optical
properties.

Several atmospheric models have been developed for atmospheric effects. LOWTRAN,
MODTRAN, and FASCODE (which uses a HITRAN database) are state of the art models for
various spectral resolutions. APART is an Atmospheric Propagation and Radiative Transfer
model developed by PRA that is a modification of LOWTRAN for propagation and transport
of radiance through the atmosphere.

EOSAEL is the Electro-Optical Systems Atmospherics Effects Library, a model developed
by the Atmospheric Sciences Laboratory for battlefield smokes and obscurants.

5.2.1 LOWTRAN, MODTRAN, FASCODE, and APART

LOWTRAN has been an accepted standard for computing atmospheric transmission since
its first release in 1972. The current version, LOWTRAN 7, computes atmospheric
transmittance and background radiance for a given atmospheric path at low spectral resolution.
LOWTRAN 7 calculates atmospheric transmittance, atmospheric background radiance, single
scattered solar and lunar radiance, direct solar irradiance, and multiple scattered solar and
thermal radiance. The spectral resolution of the model is 20 cm™ in steps of 5 cm™ from 0 to
50,000 cm™ (0.2 pm to infinity). A single-parameter band model is used for molecular line
absorption and the effects of molecular continuum-type absorption; molecular scattering,
aerosol, and hydrometer absorption and scattering are included. Refraction and earth curvature
are considered in the calculation of the atmospheric slant path and attenuation amounts along
the path. Representative atmospheric aerosol, cloud, and rain models are provided in the code
with options to replace them with user-provided theoretical or measured values.

A database consisting of separate molecular profiles (0-100 km) for 13 minor and trace
gases is provided for use with the LOWTRAN 7 model. Six reference atmospheres, each
defining temperature, pressure, density, and mixing ratios for H,0, O,, CH,, C0, and N,0, all as
a function of altitude, allow a range of climatological choices.

Separate band models and band model absorption parameters are included in (
LOWTRAN 7 for the following molecules: H,0, 0;, N,0, CH,, CO, O,, CO,, N0, NO,, NH,,

5-6 ‘

.——[




and SO,. These models were developed with and based on degraded line-by-line spectra and
validated against laboratory measurements.

An efficient and accurate multiple scattering parameterization has been implemented that is
based on the two-stream approximation and adding method for combining atmospheric layers.

MODTRAN is a model to calculate atmospheric transmission at 2 cm™ resolution.
MODTRAN uses the LOWTRAN method and at 20 cm™ is identical to LOWTRAN 7.
MODTRAN is the currently supported U.S. standard atmospheric transmission program.

FASCODE is a high resolution atmospheric transmission code based on absorption by all
contributing resolved lines in a HITRAN database. In principle the transmission can be
computed at arbitrarily high spectral resolution. The accuracy is limited by the HITRAN
database.

5.2.2 EOSAEL

EOSAEL is a state-of-the-art collection of computer codes that models the degrading
effects of natural and man-made gases, aerosols, and dusts on the propagation of radiation.
Modules in EOSAEL address the visible to millimeter region of the spectrum plus individual
laser lines from the visible to the far infrared.

Specifically, EOSAEL 82 calculates extinction coefficients, atmospheric effects on laser
beam propagation, contrast transmittance, and target detection probabilities. A climatology
module is included, which provides easy access to an extensive climatology database for a
number of climatic regions.

5.3 STRATEGIC SCENE GENERATOR MODEL

The SSGM integrates state of science knowledge, databases, and computerized
phenomenology models to simulate strategic engagement scenarios and to support the design,
development, and test of advanced sensor systems. Multiphenomenology scenes are produced
from validated codes to serve as a traceable standard against which different concepts and
designs can be tested. The SSGM was developed by PRA under the sponsorship of NRL.

The baseline model (SSGMB) has been designed for application to SDI applications. The
phenomenology models and databases for SSGMB are listed in Table 5-2 and include models
for terrestrial backgrounds, the earth limb, aurora, space, missile and RV targets, and nuclear
effects. Details for each of the components of SSGMB can be found in the literature and in
the technical reference manuals for SSGMB R5.0.

Enhancements to SSGM are being developed for Theater Missile Defense (TMD)
applications and include targets, backgrounds, and engagement scenarios appropriate for any
number of likely global threats which might be confined to a region or "theater” of operation.
The TMD requirements involve four major areas: formulation of the Third World missile
threat (countries and missiles), definition of missile parameters (trajectories, fuels, thrust, burn
times, range, number of stages, hard body specifications, etc.), expansion of target model
treatments (primitive fuels and propellants, hardbody heating from ascent to re-entry, and
debris resulting from kinetic kill impact), and the development of global and theater
background databases for input into SSGM terrestrial models including terrain, cloud, and
atmospheric. Many of these are included in SSGMB R5.0.
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5.4 MULTISPECTRAL AND HYPERSPECTRAL BAND
- SELECTION AND PERFORMANCE ANALYSIS

Section 3 described the phenomenology underlying the spectral characteristics of the
radiance at a remote sensor, and Section 4 discussed the measurement and sensing of the
spectral characteristics of radiance at a remote sensor. Sections 5.1-5.3 included a variety of
models used to predict the spectral signatures of targets and backgrounds in a realistic
environment from the visible through the infrared. In this section a methodology is presented
for utilizing laboratory spectral properties of materials, phenomenology, and simulation models
for sensor specification and performance evaluation.

The approach described in this section has been developed and used at ERIM for a variety
of multispectral and hyperspectral applications. While it has been applied only to reflective
data (0.4 to 2.5 pm), its primary elements apply equally to longer wavelength data (e.g., 3 to
5 um or 8 to 14 ym). The ERIM approach is meant to illustrate the techniques involved in
selecting spectral bands and evaluating performance. In general, the successful implementation
of the program depends very strongly on the data based of optical properties used as input to
the program.

Specification of a new sensor system aimed at providing information to support a given
mission or set of missions is a complex process involving consideration of a wide variety of
factors including the sensor, targets, backgrounds, and environmental conditions at the time of
measurement. The performance model developed at ERIM defines (1) band number, locatlon
and width, (2) spatial resolution, and (3) radiometric sensitivity.

5.4.1 Optimum Band Specification

A materials reflectance library containing over 2000 spectra from a wide variety of
materials and classes covering the range 0.4 to 2.5 pm underlies the simulations of spectral
radiances at the remote sensor. These data are used along with atmospheric models to
simulate spectral radiances. -

Steps are first taken to reduce the original number of high spectral resolution samples
down to a manageable number of bands that capture the pieces of information required for
target discrimination or interrogation. This involves a principal components analysis for
defining the spectral directions having the greatest variability. These directions are sorted
based on target/background separability. Contiguous wavelengths with the same sign in the
eigenvectors that provide the greatest target/background separation are grouped together into
bands. In this way the number of spectral bands is reduced from as many as 200 to 20 or less.

The performance of all (approximately 20) combinations of the bands defined above is
determined by evaluating two-class separability, on a single pixel basis, taking into account
class spectral characteristics, target and pixel size, shape, orientation, and alignment, sensor
point spread function, detector response function, sensor noise characteristics, and atmospheric
far-field turbulence. The model first adjusts the class signatures based on the above factors
and then computes the statistical separation between the class signatures in a maximum
likelihood context.
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The best set of bands is based on a comparison and ranking of all combinations of one
band through n bands including relative gains in performance associated with the addition of
bands and the requirements of the mission or missions of interest.

The band set selected above is evaluated in greater detail by incrementally adjusting the
edges of each band and re-computing the class separability metric. The final band set selected
is the smallest set that provides performance near that associated with the full n band set.

Any given mission will typically have several class pair discrimination problems of
interest. At this stage, the optimum band sets defined for each class pair are combined into a
band set providing the best performance over all class pairs. The performance of the
"compromise” band set derived from all the separate sets is then evaluated for all class pairs,
again considering all combinations of one band through n bands.

Analysis of empirical data (e.g., from an airborne sensor) requires that the best subset of
bands from the total available set be identified. This selection is made by clustering pixels in
the image into spectrally similar categories, manually extracting samples from the target and
background clusters, and applying maximum likelihood classification techniques to select the

best bands.

5.4.2 Spatial Resolution Requirements Specification

Spatial resolution requirements are typically evaluated using high-resolution empirical data.
Starting from the base data, a series of images is derived that simulate a range of spatial
resolutions. Each degraded image is classified using the same target and background
signatures defined for the original image. All pixels in the degraded image that contain more
than 50 percent target are typically considered to be target pixel. Classification results for the
various degraded resolution data are evaluated as a means for specifying the required -

resolution.

5.4.3 Radiometric Sensitivity Analysis

Requirements for radiometric sensitivity (NEAL, NEAp, NEAT, etc.) are derived by
adjusting the noise characteristics of the sensor and determining the effect on classification
performance directly. Typically a threshold in performance (classification accuracy) is set,
after which the maximum acceptable noise level is determined. Alternatively the performance
curve as a function of noise characteristics can be evaluated to determine at what noise level

classification accuracy begins to degrade significantly.

5.5 FLAT PLATE MODELING

Complex targets can, in principle, be modeled to arbitrary accuracy, limited only by the
completeness and accuracy of the input to the model. However, it is useful to model single
pixel spectral radiances from a flat plate for comparison with actual measurement data in order
to assess the accuracy and completeness of the radiometric portion of the model.
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A flat plate model can be expressed as

LG, N = TR VI [p'®, ¢, 8, 0, 1) L,®, 9, 1) cos(®) d,
(5-1)

+ &0, M) L(T, M] +L (6, ¢, R, A)

where 6, = polar angle of incidence,
0, = azimuth angle of incidence,
6, = polar angle of receiver,
0, = azimuth angle of receiver,
A = wavelength,
L(6, ¢;, A) = incident radiance from 6,, ¢,
p(®, ¢, 6,, 0, A) = BRDF for source and receiver at 6, ¢, 6., 0, at wavelength 2,
dQ, = element of solid angle from 6, ¢,

€0, A) = emittance at angle Or at wavelength A,

L.(T,X) = blackbody radiance at temperature T at wavelength 2,

L, (R, %) = path radiance between the target and receiver at range R, and
©(R,A) = transmission between the target and receiver at range R.

The above radiative transfer equation includes illumination from the entire hemisphere
above the flat plate, which includes radiance from the sky and from the ground as a function
of the panel orientation. The bidirectional characteristics of the reflectance and the angular
dependence of the emittance are included as well as path transmission and path radiance from
the path between the target and the sensor. The model is an approximation in that it does not,
for example, include multiple reflections between the target and adjacent background nor does
it (as described above) include any polarization characteristics of the BRDF.

The inputs to the flat plate model are the spectral bidirectional reflectance and angular
dependent emittance properties of the flat plate. For purposes of illustration the ERIM BRDF
model is used with a spectrally nonselective rough surface component and a spectrally
dependent diffuse component derived from the spectral directional reflectance data. All of the
environment radiance and atmospheric transmission and path radiance input are modeled using
MODTRAN.

The model has been compared with spectral radiance measurements taken with a BOMEM
FTS. Measurements and modeling were done with 8 cm-1 spectral resolution in the 3-14 pm
spectral band (the modeling and measurements were obtained as part of the Joint Multispectral
Program).

Figure 5-1 shows the hemispherical spectral reflectances for a CARC 383 green panel and
for a grass and conifer background. These data were used as inputs to the flat plate model. A
comparison of actual and modeled spectral radiances for the CARC 383 green panel target and
a conifer background are shown in Figure 5-2, and for a CARC 383 green panel target and
grass in Figure 5-3 (Schwartz, C.R., T.J. Rogne, and J.N. Cederquist 1994). Model predictions
are shown to accurately predict the spectral features in the measured data.
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1. Target/Background Hemispherical Spectral Reflectances. a) In the MWIR (8cm’!
Spectral Resolution) and b) in the LWIR (8cm™! Spectral Resolution).
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6.0 SPECTRAL ALGORITHMS

In single broadband reflective or thermal data, target detection is usually based on target
contrast with spatial resolution used to exploit spatial features that distinguish the target from
other target-like contrast elements in the scene (background clutter). Tone, texture, spatial
extent, and context are used to detect the target and to distinguish between various background
elements.

The purposes of multispectral sensing are to detect targets and to discriminate between
various target and background types on the basis of differences in their spectral characteristics.
The advantages are automated signal processing and lower spatial resolution requirements. In
many instances the target signal-to-clutter ratio (SCR) is low in all spectral bands so that no
single band system will perform adequately in terms of probability of detection and probability
of false alarm. However, multispectral sensing can frequently increase the target signal-to-
clutter ratio using two or more bands simultaneously. Further, automatic processing has the
potential for reducing the amount of raw data transmitted to the user and for reducing the time
required to accomplish time sensitive missions.

The main purpose of multispectral signal processing is to increase the target SCR. More
generally there may be several classes of targets, and the function is to detect all of them and
discriminate among them.

6.1 SINGLE SPECTRAL-BAND PROCESSING

The radiance at a remote sensor from the target will be denoted by L, and from the
background by L. Consider initially the radiances in a single spectral band. The target-
background irradiance difference at the sensor aperture, AH;, is

@Lr - L) Apoy T

AH, = , (6-1)
R2

where Ap,y is the area of the IFOV of the sensor projected onto the scene, T the atmospheric
transmission, and R the range to the scene. The target is assumed to be larger than the IFOV.
Extension of the analysis for unresolved targets is straightforward.
The signal-to-noise ratio (SNR) is
AH,

s\ = A (62)
NEI

where NEI is the noise equivalent irradiance of the sensor. The SNR defines the best
performance for this sensor in detecting a target with radiance L, against a background with

radiance L.
Performance is, however, generally limited by background clutter. Background clutter
describes all of the radiance variations in the scene that appear in the sensor output. For the
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single band sensor, background clutter is the spatial variation in the radiance from the
background.

The target SCR is the ratio of the mean target background radiance difference and the
background radiance standard deviation

L. -L
SCR=_" "B (6-3)
GB

where G is the spatial standard deviation file background radiance.

For the single band system, spatial filtering is generally used to take advantage of the
differences in the spatial frequency content of the target and background to increase the target
SCR.

The increase in performance with signal processing is frequently expressed in terms of a
clutter suppression ratio (CSR), defined as the ratio of the standard deviation of the clutter
before processing, Gyppracessea> tO the background standard deviation after processing, Oppocessed

(¢}
CSR = _voprocessed (6-4)

processed

The CSR only includes the effect of the signal processing on the background.
The signal processing gain, G, includes the effect of signal processing on the target signal
and background clutter and is generally a more appropriate performance metric. G is defined

as the ratio of the SCR after processing, SCRoceseeqr t0 the SCR before processing, SCR ppocessed

SCR
G - processed . (6-5)

SCRunprocessed

The above definitions of SNR, SCR, CSR, and G are defined in terms of radiances (or
irradiances) at the sensor aperture. In the signal processing literature these parameters are
~ generally expressed in dB, for example

G(dB) =20 Io SCR”’““M 6-6
- g1o W . ( = )

unprocessed

The above discussion provides a basis for describing the target signal and the target SCR
for a single band sensor in terms of target radiances (or irradiances) at the sensor aperture.
Probability of detection, Py, and probability of false alarm, Pg,, can be determined from the
SCR at the output of the signal processor if the background clutter at the output of the signal
processor is zero mean and Gaussian. Under these conditions the P, versus Py, receiver
operating characteristic (ROC) curve can be determined from standard tables such as shown in
Figure 6-1 with Pp, versus SNR for various Pg,.

The above discussion can be extended to multiband, multispectral, and hyperspectral data.
This extension and insight into the design of a multispectral processor is outlined in the next

section.
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6.2 LOG LIKELIHOOD RATIO DETECTOR

Most targets and backgrounds have variable radiance characteristics so that it is necessary
to describe them statistically. Some of the more common statistical measures used to
characterize targets and backgrounds in a single spectral band are the mean radiance level,
standard deviation, power spectral density, and scale length.

Additional characteristics describing multispectral data include spectral covariances,
spectral correlation coefficients, and spatial and spectral coherence functions. Temporal
changes in the target or background signal may also be an important component of the
signature. These may be due to target motion or to other changes that may occur between
data collections. Temporal characterization of the data can be included formally in a straight
forward way by increasing the dimensionality of the data. The development that follows is
based on the assumption that a target/background decision is made for every pixel. An
extended target can be included in the analysis by extending the analysis to multipixel targets.

The mathematical description for a Gaussian image, of which X is one realization, is given
by the probability density function p(X), as follows

1 TR
1 -,z(_-_) ROX-w)
X)=— _ ____&e (6-7)
p <—> (21'C)NIZIE| 172

where p is the mean image vector and R is the image covariance matrix. The image X is a
column vector of spectral pixel radiances taken from the image X in a raster scan format, one
pixel after another along rows, one row after another, and T represents the transpose The data

vector X of a multispectral image is represented as

A
X = (X115 oo Xl};L ) e (XL}IIIN’ XISIIN)]T . (6-8)

This data vector contains all of the data and is of size M*N*L where M is the number of
rows, N the number of columns, and L the number of wavelengths. The elements of the mean
image vector and the covariance matrix for an ensemble of multispectral images are

p = EX

R-EBX-p&-p?

(6-9)

where E is the expectation operator over an ensemble of images.
The diagonal elements of the covariance matrix are the pixel variances and the off-
diagonal elements the covariances. The full covariance matrix is a square matrix with

dimensions (M*N*L) by (M*N*L).

6-4




The assumption that multispectral images are Gaussian provides an elegant formalism for
evaluating various signal processing techniques designed to increase the target signal-to-
background clutter ratio. Formal developments can be found in a number of standard
textbooks and in the literature. The likelihood ratio detector is the optimal detector for
selecting between two hypotheses,

H, : background
s (6_10)
H, : target

in that it provides the best probability of detection for any probability of false alarm. In the
most general case the likelihood ratio detector takes the form

PXIH,)> A for tarset

PXIH,) < °f background - 6-11)

" The log likelihood ratio for Gaussian data reduces to

L NT D- _ _ _ - B > target (6-12)
X - B—Bl('}-(- By - & ET)T ETI X -p) < A for background ’

with various constants not dependent on X absorbed into the constant A.

The Gaussian log likelihood ratio detector is quadratic in the data. In general the Gaussian
log likelihood ratio detector depends on both the target and background covariances.

When the target and background covariance matrices are the same, as for example when
the target is an unresolved additive point target, the Gaussian log likelihood ratio detector
reduces to a linear test of the form

_ T -1 _ > target 6_13
0.8 E‘B) R (_”_T. EB) < A for background ’ (&-13)

with the additional terms not depending on X absorbed into the constant A.

The log likelihood ratio test for Gaussian probability density functions is itself a one-
dimensional Gaussian probability density function. Hence the probability of detection, Py, and
probability of false alarm, Pg,, can be determined from a knowledge of the target mean, the
background mean and covariance, and the log likelihood ratio threshold by referring to
Figure 6-1.

It is necessary to specify the image mean vector and the image covariance matrix in order
to formally implement the log likelihood ratio detector. If the statistical characteristics of the
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target and background are not completely known or if they are incorrectly specified, the
performance will be less than that of the optimal maximum likelihood ratio detector.

A priori statistics characterizing the target and background are seldom available and
usually have to be estimated from the data. Use of maximum likelihood estimates for the
unknown statistical parameters leads to the generalized log likelihood ratio detector. For the
Gaussian case, the generalized log likelihood ratio detector is

A NT Bl AT Bl Ay > target 6-14
X EB) B13(X EB) X ET) ETQE ET) < A for background ° ( )

where the hat (*) represents the maximum likelihood estimate for the parameter. Maximum
likelihood estimates can be made from local averages of means and covariances of the data.

The statistics of the target and background clutter are almost always assumed to be
Gaussian. Over small homogeneous regions in the imagery this is a reasonable assumption.
Departures from Gaussian statistics can cause significant departures from estimates assuming
Gaussian statistics. For example there may be significant losses along the boundaries between
different homogeneous regions in the imagery.

The generalized log likelihood ratio detector represents the optimum detector for Gaussian
statistics and hence represents an important baseline for evaluating the performance

characteristics of any other detector.

An anomaly detector for detecting nonbackground-like objects (potential targets) can be
formulated using only estimates of the statistical properties of the backgrounds in the local
neighborhood of the pixel under test. An adaptive threshold can then be adjusted to maintain
a predetermined false alarm rate. The form for a multispectral anomaly detector is

background (6-15)

>
PXIH,) < A for non-background ’

which for Gaussian data is

background ~
non-background ° (6-16)

AT Bl _oay <
X -8 RE-f) A for
This is a quadratic detector which does not depend on a priori knowledge of the target signal.
The term on the left is a weighted square of the distance from the mean background
distribution. If the distance is larger than some threshold then it is a nonbackground. This
detection can be shown to have constant false alarm rate (CFAR) properties.

6.3 TWO BAND LOG LIKELIHOOD RATIO DETECTOR

It is convenient to consider the multispectral data as components of a vector in an N-
dimensional space. A two band example will be presented in this section to provide
geometrical insight and make it easier to extend the concepts to N-dimensions.
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Let X represent the two spectral radiances of a point in a two-dimensional spectral space.
Denote the two dimensions of the spectral space by x and y. Each image pixel occupies a
point in this two-dimensional space. The mean spectral radiance for each point, y, is
represented by the following two component vector

M (6-17)
£ Lj ,
and the covariance, R, by the following 2 by 2 matrix
2
R - {Gxx ny} _|Sx P‘zfxcy . (6-18)
- ny ny pchy Gy

Estimates of the variances of the pixel radiance in spectral bands x and y, ©,, and G, and the
covariances, G,, = O,,, can be obtained by averaging over nearby pixels,

G, = -;T Z(Xi -p)(&x - ) O, = % E CARE'D (AER TR (6-19)
6, =0, = = L0 - mG - 1) . (6-20)
L=t Yx ow=LYy,. (6-21)

X N - i y N i i

The standard deviations in bands x and y, o, and G, are
o, =yS, O, =40, - (6-22)

Contours of equal probability are quadratic curves obtained by setting the quadratic term in the
exponent of the multivariate probability density function equal to a constant

x -w'R! (x - p = constant . (6-23)

This is an ellipse in two dimensions, shown in Figure 6-2, and a hyperellipsoid in
N dimensions.

The equal probability contours in two dimensions are ellipses that can be characterized by
a major axis, G,,,, minor axis, G,,;,, the angle the major axis makes with the x axis 6, and the
center of the ellipse at p, and p,. The direction of the major axis 8 is can be determined from
the eigenvectors of the covariance matrix. The variances along these directions are given by
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the eigenvalues of the covariance matrix. An important parameter related to the variances and
covariances is the correlation coefficient, p, given by

- GXY
P= " (6-24)

v GXXny

The correlation coefficient is limited to the range -1 < p < 1.
The SCR in a single band is given by the expression
scrR =1 Fe

O

(6-25)

For a two-spectral-band system, when the covariance matrices for the target and background
are the same, the SCR is the projection of the mean target minus background difference vector
along the eigenvector associated with the minimum eigenvalue divided by the variance along
the eigenvector associated with the minimum eigenvalue. This is shown graphically in
Figure 6-3.

The optimal processor is a linear processor when the covariance matrices for the target and
background are the same, namely

AT p-l B > Target 6-26
(-)-(-T B R (ET By) < 7 Background ( )

Multispectral processing may provide a significant performance gain if there are mean
color differences and if the radiances are highly correlated. When there is a mean color
difference between target and background, and when the covariances for the target band
background data are the same, the optimal processor defines the optimum linear combination
of spectral bands upon which to decide target or background.

When the target and background covariances are the same, the two-band multispectral
gain, G, for the optimal multispectral processor, that is, the ratio of the signal-to-clutter power
at the output of the processor to that at the input, can be shown to be

G - (1 -2pc +¢? . (6-27)
1-p?

The target background color difference, c, is defined to be

SCR?,
c=___"  with -1<c<1, (6-28)
SCR?__

where SCR,,;, is the smaller and SCR,,, the larger single band SCR. The color is negative
when the target radiance is smaller in one band and larger in the other. When the target
radiance is larger (or smaller) in both bands the color is positive.
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The gain expressed in dB is 10 log(G) when the signal-to-clutter ratios are power ratios (as
defined above). When G is expressed in terms of radiance signal-to-clutter ratios, the gain in
dB is 20 log(G).

The optimal processor gain is shown as a function of color, C, and background correlation
coefficient, p, and is shown in Figure 6-4. The gain is large with ¢ = -1 for data with a high
positive correlation coefficient. This corresponds to discrimination on the basis of the mean
spectral emissivity difference. The gain is also large with ¢ = +1 for data with a high negative
correlation coefficient. This represents discrimination on the basis of brightness, illumination,
or temperature. Discrimination with negative values of color and high positive spectral
correlation coefficient are of high practical interest in detecting low contrast targets.

The practical use of multispectral processing needs to be evaluated in terms of
multispectral gain and the improved SCR after processing. This depends not only on the
statistical characteristics of the background, for example as represented by the two-dimensional
scatter plot in Figure 6-2, but on the mean spectral emissivity and radiance differences
between the target and background as shown in Figure 6-3.

6.4 MULTISPECTRAL CHANGE DETECTION

6.4.1 General Discussion

The regularity of repeat coverage by satellite multispectral imaging systems make them
very amenable to the detection of changes in the landscape being observed. Upon spatially
registering two images, a comparison can show areas of change between the two dates.
Changes will appear as a brightening or darkening of the affected scene elements from the first
date to the second and thereby be detectable. A variety of ways can be used to make such
comparisons, and use of color is an effective approach. For instance, by properly normalizing
(balancing) the signals and then displaying those from the first date in cyan and those from the
second date in red, areas of no change will appear gray. Areas that are brighter on the second
date will appear in red tones and those that are darker on the second date will appear in cyan
tones. Change images typically are analyzed by human image interpreters in hardcopy
photographic form (prints or transparencies) or in softcopy form (on digital displays). In
digital form they also are amenable to more automated techniques of information extraction,
subject to some complicating factors (discussed later).

A change image can be constructed from a pair of single-spectral-band or panchromatic
images. However, the availability of multiple spectral bands offers four advantages. The first
is the capability to combine band signals in a way that emphasizes selected kinds of changes
in the change image, such as clearing of forests or vegetated areas during new construction.
The second is the capability to differentiate between different kinds of change, based on the
spectral observation vectors. The third advantage is that the spectral properties can be used to
identify and mask confounding factors, such as clouds and cloud shadows. They also can be
used to identify and mask scene classes of little interest to a given detection problem, such as
water bodies on both dates or vegetation on the second date (e.g., when new construction is of
interest). The fourth advantage is that spectral analysis can be used to detect the presence of
atmospheric haze and help compensate for its confounding effects on change images.
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While the concept of change images for change detection is simple, there are complicating
factors, some of which have just been alluded to. Complications arise when changes are
present in the data that are not related to the changes on the ground that are of interest; these
can produce false indications of change, or perhaps mask changes of interest, unless taken into
account. First, there can be changes in sensor calibration from one date to the next; although
the satellite sensors tend to be quite stable, long-term degradation trends in responses have
been observed. Also, if two different sensors are being used for the change pair, their
differences must be taken into account. Second, although the sensors tend to be in sun-
synchronous orbits, there will be differences in the sun elevation and azimuth angles if the
images are not acquired on the same day of the year (i.e., on anniversary dates); such
differences affect the magnitude of solar irradiance. Third, clouds on either date will cause
false indications of change. Fourth, there can be differences in the atmospheric conditions
present on the two dates; of particular concern are spatially varying differences. (Refer to
Section 6.5 on preprocessing techniques for a discussion of how to mitigate the above types of
change.)

Other complications or confusion factors are related to nonrelevant changes on the ground.
First, seasonal and year-to-year changes in vegetation growth patterns and plant vigor can
occur, but these changes may not be of interest; year-to-year changes in agricultural field
patterns can be particularly troublesome. Second, there can be changes in the weather-related
conditions, such as rainfall just before one of the acquisitions which will darken areas of
exposed soil.

The majority of change analysis that has been accomplished to date has relied on human
analysts for interpretation. Human analysts have the capability to take into account many of
the above-mentioned complicating factors when they are analyzing images, especially if some
compensation techniques are employed in the production of the change image products being
analyzed. :

Automated analysis techniques are under research and development. With them, it is more
important to account for as many of the complicating factors as possible to the best of one’s
~ ability. It is likely that the human analyst will be required "in the loop" for some time yet, to
confirm and validate detections obtained by automated procedures.

6.4.2 Example Change Detection Procedures

Two change detection procedures are briefly described here to illustrate approaches that
have been taken to implement change analysis of satellite multispectral data. Example
products are presented in Section 8.

The first procedure is called PISCES (Production Image Screening and Change Editing
System). It has been one of the capabilities in the Multispectral Imagery Materials
Exploitation System (MIMES) processing system at SPACECOM (see Section 7.3.1.1) since
1988 and also recently was ported to the Multisensor Automatic Target Recognition With
Interactive Exploitation (MATRIX) system (see Section 7.3.1.3). The PISCES procedure was
designed for analysis of full (100 x 100 nmi) frames of Landsat TM data. It employs
image-to-image registration as a first step in the procedure. Then, a screening analysis is used
to detect clouds, which can be masked in the final product, since they cause false indications
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of change. Any linear combination of the six TM bands can be used as the spectral change
variable used to produce the change image product. A spectral feature designed to detect
removal of forest vegetation, for example, has proven useful for detection of construction
activities. The radiometric values of the two registered scenes are normalized or balanced so
that unchanged areas have the same digital values and changed areas have larger or smaller
values in the second-date image. By color coding the first date in cyan and the second date in
red, the composite change image shows unchanged areas in gray tones, brightened areas in red
tones, and darkened areas in cyan tones. Cloudy areas can be coded in white and, optionally,
areas that are vegetated on the second date can be masked and tinted green (when changes in
such areas are deemed to be of no interest, e.g., in agricultural fields). Geographic coordinates
and grid markings based on satellite ephemeris also can be applied. More accurate location
and geocorrection can optionally be performed using a few ground control points.

The second example procedure is called CVA (Change Vector Analysis). In this case,
multiple spectral variables are analyzed and used to detect pixels that have changed from the
first to the second date. Each spectral vector of change has both a magnitude and an angular
orientation. Decisions about whether or not changes are of interest can be made by requiring
both the change magnitude to be above a specifiable threshold and the angles of change to be
in a given direction or sector. All the previously discussed masking and normalization

operations are pertinent here as well.
To summarize, it is noted that, while panchromatic data also can be used to detect changes

in scene content, multispectral characteristics offer the user the opportunity to differentiate
between different types of change and to emphasize changes of particular interest. Although
several parts of procedures have been automated, human analyst inputs have been required for
the final use and application of change products, with higher degrees of automation being a
subject of research and development.

6.5 PREPROCESSING OR SIGNAL CONDITIONING
TECHNIQUES

Artifacts and features that are related to the sensor system and to the conditions of
observation, rather than to characteristics of the scene surfaces being observed, can exist in
remotely sensed data. When present, they detract from the quality of data exploitation
processing and analysis results. User preprocessing or signal-conditioning procedures are
designed to remove or reduce such effects before data exploitation techniques are applied.
These effects may be either systematic or random, or both. Systematic effects are more easily
characterized and corrected. The sections that follow discuss preprocessing corrections for
sensor radiometry, scene conditions and atmospheric haze, and sensor geometry. Also,
screening of data for the presence of clouds, and so forth, is discussed.

6.5.1 Corrections for Sensor Radiometric Effects

Systematic sensor-related effects include relative and absolute radiometric calibrations,

stability of response, and scan-angle-dependent effects.
Two types of relative radiometric calibration are within-band equalization and between-

band calibration.
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Within-band equalization becomes an issue when multiple detectors are used for sensing
within individual spectral bands in multispectral or hyperspectral systems. (For example, the
Landsat Thematic Mapper scans 16 detectors for each spectral band, while SPOT uses
thousands of detectors in a linear pushbroom array. Airborne line scanners, on the other hand,
typically use only one detector per band.) Ideally, data from the within-band detector channels
would be equalized by the time they reached the output of the sensor and ground processing
system, so that the user need not worry about any such differences in the distributed data.
However, when that is not the case, individual gains and offsets may have to be adjusted
during user preprocessing operations to equalize the responses. This has been done by various
organizations using several variants of histogram equalization, based on statistical analyses
conducted over substantial portions of the scene or scenes, for example, equalization of means
and matching of percentiles or standard deviations or matching of cumulative distribution
functions.

Laboratory calibration procedures are used by sensor system developers as a step in
accomplishing within-band equalization of multiple detectors. By having the individual
detectors view reference sources and then adjusting their system outputs, equalization can be
accomplished under the laboratory conditions. If channel responses would remain constant
under operational conditions, the outputs would remain equalized. However, this constancy
cannot always be relied upon, so additional reference sources typically are added by system
designers, when it is feasible to do so. For instance, line scanners can be designed so they
view reference sources in conjunction with each scan of the detectors over the scene, creating
a continuous frame of reference for channel equalization.

Between-band calibration procedures also can make use of such reference sources. Stable
relative calibration between spectral bands is important to the successful exploitation of certain
spectral features of scenes and data sets. There are circumstances wherein band-to-band
relationships may change from data set to data set. For instance, an airborne scanner system,
with independent gain switches for each spectral band, may have different combinations of
settings from collection to collection, when they are acquired under varied conditions. Such
gain flexibility is desirable since it permits tailoring of collection parameters to optimum
settings for a wide range of acquisition conditions. Satellite systems, on the other hand, tend
to allow less flexibility in parameter settings. Nevertheless, parameters can change from
sensor to sensor within a series of sensors of a given type (such as the Landsat TM series or
the SPOT series) or gains among similar spectral bands can differ between sensor types
(e.g., the visible and near-IR bands of Landsat versus SPOT). One must refer to absolute
spectral radiance calibration coefficients in order to account for such differences.

Absolute spectral radiometric calibration information usually is delivered in the data tape
headers, when available to the system operators. This information allows the user to convert
digital counts on the data tapes to quantitative measures of spectral radiance or in-band
radiance. These values generally can be referred back to well-established standards, such as
National Institute of Science and Technology (NIST) standards or derivatives thereof.
However, the calibration uncertainties typically may be 5 to 10 percent.

It is important to note that absolute radiometric calibration of data signals, while desirable,
is not crucial to many exploitation applications. Those applications may either use training
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data extracted directly from the data sets being analyzed or rely solely on the relative
calibration between bands. Absolute calibration can be important for procedures that rely on
spectral signature databases, for atmospheric corrections procedures that rely on model
calculations, and/or for scientific investigations.

Stability of system response is crucial for maintaining calibration, both relative and
absolute. When there is a tendency to drift, clamping of signals to stable signal sources (such
as a dark level or a calibration source) can be employed. Clamping is required when the
detector outputs are d-c coupled to the preamplifier circuitry, such in thermal systems.

Scan-angle effects can result when the sensor system has nonuniformities in the optical
paths traversed by signals at different scan angles. This introduces systematic scan-angle-
dependent effects which should be removed or reduced during user preprocessing. Even the
sensor’s signal-handling electronics can introduce scan-angle-dependent effects (e.g., signal
droop effects observed in Landsat TM data).

Random noise effects also are present in multispectral and hyperspectral data. In addition
to conventional random noise sources, describable by Gaussian or other statistical distributions,
there may be other, more systematic noise sources. At times, interference from other electrical
systems may introduce coherent noise at particular frequencies. In such instances, filtering
techniques based on Fourier transforms have been used to reduce the noise effects. With
Landsat TM, another type of artifact was observed, namely minor level shifts of predictable
magnitudes that occurred at random, but post-facto identifiable, times. For applications where
these effects would cause serious problems, preprocessing procedures could be designed to
mitigate them.

6.5.2 Corrections for Scene Observation Conditions and Atmospheric
Haze Effects

Both systematic and spatially varying effects can be introduced into multispectral and
hyperspectral data by the conditions of observation. Recently, in June 1993, the Defense
Landsat Program Office (DLPO) sponsored a Workshop on Atmospheric Haze Correction.
During that meeting, a variety of algorithms and procedures were described and discussed.
The reader is referred to those proceedings for details. Some general comments are given
below.

Systematic effects related to conditions of observation include the effects of sun elevation
angle at the time of collection and the effects of uniform atmospheric haze. Atmospheric haze
can affect signals in two ways, by adding path radiance and by introducing multiplicative path
transmittance effects. The observed path radiance depends on the illumination geometry and
its relationship to the observation geometry (i.e., on solar elevation and solar azimuth angles
relative to the directions of view or scan). For instance, the amount of observed path radiance
typically increases as the view direction moves toward and away from the sun, and is least
when the view direction is nearer to nadir (although the minimum is not necessarily at nadir).
By flying directly toward or away from the sun, the sun-related component can be minimized.

The scan-angle effects observed in scanner data also can have a component that is scene-
related. This is due to the fact that the bidirectional reflectance properties of many scene
materials are not uniform as a function of view angle. Just as for atmospheric haze effects,
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these bidirectional reflectance effects depend on both the illumination and view geometries and
their relationships to each other.

Airborne scanners typically have larger scan angle ranges and greater scan angle effects
than satellite systems. Active scan angle ranges often are as large as + and -45 degrees from
nadir for airborne systems. Landsat TM, on the other hand, scans only + and -7.6 degrees
from nadir.

Sun angle corrections recognize the fact that, when sunlight illuminates a flat surface, the
irradiance (or radiant power per unit area) depends on the cosine of the angle between the
surface normal and the direction of the sunlight. Thus, when the sunlight is normal to the
surface, the irradiance is a maximum. For horizontal ground surfaces, this would occur with
the sun directly overhead (zenith angle = 0). For other sun zenith angles, the irradiance would
vary as the cosine of the angle. When two or more data sets are acquired at different sun
angles, a useful approach has been to normalize them to a common sun-angle condition.
Rather than picking the overhead position, it has been found convenient to select some
intermediate sun-angle reference position.

The simple cosine correction for sun angle differences is often a reasonable approximation
to the real situation, which is that there is some interaction between the sun-angle effect and
the amount of atmospheric haze present. Ideally, corrections would take both factors into
account.

Corrections for spatially uniform atmospheric haze have been made using several different
procedures. Most rely on knowing or assuming something about the character of the haze
parameters and using one of the available atmospheric models to estimate the atmospheric
effects. Another method relies on there being some dark objects (such as water bodies) within
the scene with which to estimate path radiance and transmittance effects; if there is a range of
view angles represented in the data, there should be a good distribution of dark objects
throughout the scene for best results. A different approach for correcting Landsat data
(developed at ERIM) uses spectral haze diagnostics extracted from the data themselves to
generate correction coefficients.

Spatially varying haze correction is a practical need for many data processing and
exploitation operations, especially when large areas are being considered. Frequently,
atmospheric haze and other such effects are not uniform and do vary as a function of position
within the scene. Unless mitigated, they can degrade the performance of exploitation
algorithms. Very few correction procedures have addressed this problem of spatially varying
haze, instead concentrating on point locations or small areas. One approach would be to resort
to haze-based scene stratification and to use different sets of haze correction parameters in the
different strata.

An approach that has directly addressed the problem of spatially varying haze correction
uses haze diagnostic spectral features extracted from the scene data themselves. Thus, it is
able to estimate the variable amounts of haze present throughout the scene and adjust
correction coefficients accordingly. This technique is still in development.
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6.5.3 Corrections for Sensor Geometric Effects

Three aspects of geometric processing of multispectral/hyperspectral image data are:
removing image-formation distortions, performing georeferencing and/or geocoding, and
creating image mosaics. The level of geometric processing required by users depends on
requirements of the particular applications of the data.

Geometric distortions can reduce the utility or ease of use of image data if they are not
corrected, at least partially. Geometric distortions are observed in airborne line scanner data
when they are reproduced directly into an image format. IFOVs are defined by angular
dimensions and usually are scanned perpendicular to the flight direction. Therefore, the
ground resolution element that is observed at nadir has the smallest pixel dimensions, while
those at off-axis angles are progressively larger. Aircraft roll, pitch, and yaw, along with the
scanning pattern and aircraft motion along track, introduce other types of distortions. Satellite
sensors have their own types of scan distortions, be they line scanners or pushbroom arrays.

It is common for airborne line scanners to employ only a roll correction procedure on the
raw data that are recorded. Therefore, if necessary, any other scan distortions have to be
corrected during post-collection or pre-exploitation processing operations. In order to do this,
use is made of on-board inertial navigation data and, more recently, Global Positioning
System (GPS) data.

The Landsat TM system on the other hand has a complicated bi-directional scanning
pattern so the ground-processing system usually performs a first level of geometric correction
on TM data before they are distributed to users.

Georeferencing and geocoding involve higher levels of geometric processing. The
increasing use of geographic information systems and image-based mapping has made them
more important for image data applications. In georeferencing, selected image data points are
matched to ground-control reference points, and geographic coordinates can be computed for
each pixel. Geocoding usually refers to a resampling of the image data so as to conform to a
selected geographic coordinate projection grid. This can be used, for example, to rotate
images to a north-south orientation and permit overlays of map information.

An even higher level of correction is orthorectification, which takes into account image
distortions caused by varying terrain elevation relief and different viewing perspectives. The
corrected pixel are located on a horizontal ground projection, as though the sensor had been
directly overhead when viewing each of them. DTED are required in the orthorectification
process.

Orthorectification of airborne scanner data is more of a challenge than spacebomne scanner
data, due to the greater amounts of platform motion caused by air turbulence. Only recently
have procedures been implemented to do this on an operational basis. For instance, ERIM’s
M-7 Mapper now can record and use differential GPS measurements to supplement inertial
navigation signals and produce orthorectified and geocoded image data [Rice 1994].

Mosaicking is used to create larger image databases from two or more smaller images that
are contiguous or overlapping. Typically mosaicking is done with geocoded data. Use of
orthorectified images in the mosaicking process produces the most accurate results.
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6.5.4 Data Screening and Masking Procedures

All pixels are not necessarily useful for the exploitation of spectral data. For example,
clouds can interfere with views of the ground, and their shadows can confuse spectral
algorithms. Also, bad data values may exist, such as due to data dropouts, saturation, and so
forth. Procedures that detect and flag such pixels are called data screening procedures. These
procedures employ spectral decision rules and knowledge of the expected distributions of valid
spectral data. The screening information usually is captured in the form of image masks
which can be applied during data exploitation.

Image masks also can be developed to select pixels based on other attributes, such as their
ground-cover class, for selective use in data exploitation. For example, a user might wish to
detect and flag all pixels having vegetated ground cover or those covered by surface water.
Again, spectral or spectral-spatial decision rules are used as the basis for mask generation.

6.6 TERRAIN CATEGORIZATION

The availability and use of spectral differences for categorizing various terrain classes is a
major advantage of multispectral image data over single-band (e.g., panchromatic) data. While
image tone and texture have use as single-band discriminants, it is the spectral dimension that
leads to greater discrimination possibilities, both in terms of class separability and the number
of classes that can be distinguished. Note that in addition to "categorization", this function
also is called "classification.”

Two major classes of categorization techniques are discussed in the literature, supervised
and unsupervised techniques. The "supervision" distinction refers to the use of analyst-
designated training data in establishing the decision-rule parameters or decision boundaries for
the particular categorization task, that is, a supervised technique could require the analyst to
select and label a representative set of training data, within the data set being analyzed.

An unsupervised technique on the other hand, would be expected to operate independently
on the data and come up with an appropriate categorization.

Most image processing packages have a selection of categorization rules which can be
employed. The following sections discuss the general characteristics of many of those
techniques.

6.6.1 Supervised Techniques

Categorization techniques usually partition the data space into regions with assigned labels.
Each pixel is assigned the label of the region into which it falls. Training data are used to
establish the partitions, using descriptors that are appropriate to the decision rule being
employed. The descriptors typically are statistical in nature.

Parallelopiped decision rules are one of the simplest supervised spectral categorization
techniques. Each training set is characterized by the range of its data values in each variable.
Using these limits to establish decision boundaries and parallelopiped cells, pixels are tested
and assigned the label of the cell they fall in. If the cells overlap, a precedence rule is
invoked.

For maximum-likelihood decision rules, training data are described statistically by their
mean vectors and variance-covariance matrices; these at times are referred to as training
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signatures. The corresponding decision partitions are multidimensional quadratic surfaces.

The procedure computes the quadratic distance of each pixel from each of the signature means,
inversely weighted by the variance-covariance in the corresponding direction. The closest
category is selected. If desired, a test can be made to insure that the pixel distance exceeds a
specified threshold; if not, the pixel is assigned to the "Unclassified" category. Different
weights can be assigned to target and background categories, to implement Baysian decision
rules.

Quadratic decision rules are optimum, when the data are are in multivariate Gaussian
(normal) distributions about their respective means. In actuality, the data usually are not
perfectly normally distributed, but the assumption is often made for ease of computation and
analysis.

Maximum likelihood calculations are more intensive than parallelopiped calculations.
Before general-purpose computers had present-day computational speeds, at least two different
approaches were taken toward solution of this problem for large data sets. ERIM, for instance,
developed special-purpose computer hardware that implemented a quadratic decision rule and,
for a software solution, made best-linear approximations to the quadratic decision rules.

As the number of spectral bands increases, the dimensionality of the variance-covariance
matrix increases accordingly, and the number of training samples required to obtain well
conditioned matrices goes up by the square of the number of bands. Sometimes, with small
targets, it is not possible to get enough samples to properly train a maximum-likelihood
decision rule. In such cases, a K-nearest-neighbor rule can be employed. Rather than
computing distances from ill-defined statistical distributions of the training classes, distances
are computed from individual training pixels in the categories of interest. The most common
category found among the K nearest training pixels is assigned to the pixel in question.

6.6.2 Unsupervised Techniques

Clustering is often referred to as an unsupervised technique, in that such techniques can
operate autonomously on data and determine localized groupings or clusters within the
spectral, spectral-spatial, spectral-temporal, or spectral-spatial-temporal data space. The
number of clusters is a function of algorithm parameter selections and the underlying data
structure.

Spectral clustering is the most common form of clustering used with multispectral data.
The distance metrics are based solely on the spectral observation vectors. Another form is
spectral-spatial clustering, which segments images into contiguous groups of pixels with
homogeneous spectral characteristics (within the variance parameters used in the procedure).
Spectral-temporal clustering can be used simply by combining two data sets acquired on
different dates into a set with twice the dimensionality and then applying regular spectral
clustering procedures.

A problem with clustering approaches is that the clusters usually do not have automatically
assigned labels that identify them as belonging to specific terrain categories. Some categories
of interest may have multiple clusters, while others may have only one. Also, there is the
possibility that some spectral clusters may contain more than one cover class of interest. Tree-
structured approaches may be helpful in organizing the results for analysis and labeling.
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In order to go from a spectral clustering to a terrain categorization product, analyst input
usually is required to assign labels to the various spectral classes that have been identified. If
the entire data set had been clustered, then the labeling step would complete the categorization
process. If only a sample of data had been clustered, then the labeled clusters could be used
to establish data-space partitions for categorization of the remaining data set pixels. Any of
the techniques previously discussed for supervised categorization could then be employed.

Automated cluster labeling could be a possibility, if proper attention were paid to
normalization of the data sets to reduce or remove effects caused by different conditions of
observation. The labeling process would most likely concentrate on spectral characteristics of
the data, with less emphasis on spatial properties. Such automation presently is more in the
realm of research and development than operational practice.

Neural networks have some similarities to clustering techniques. In this case, labeled
training data are provided‘to the processor which analyzes them and establishes decision
patterns to be applied to new or unknown data samples. A key requirement is that the training
data be representative of the data sets to be analyzed. Without adequate preprocessing and
normalization, this could be a daunting requirement, with operation in a truly unsupervised
mode more hope than reality. Again, neural network procedures for multispectral
categorization are primarily in the research and development stage.

6.6.3 Target Detection

Automatic target recognition is a goal of many systems. As with terrain categorization,
the spectral dimension can add considerable discrimination power to image data. When target
properties are unique or distinctly different from their backgrounds, use of automated
procedures become feasible, but complete automation is an elusive goal. Section 8.xyz
presents one example of multispectral discrimination of camouflaged targets, using spectral
rules combined with spatial processing and proximity calculations.

Since targets of interest often are small, the discussion in Section 6.6.1 on training and
K-nearest-neighbor techniques is important. Also, robustness will be an issue since there can
be many observation variables (such as sun angle, terrain slope, vegetation shadows, and
vegetation and terrain variability) affecting the spectral signals received by an imaging sensor.
This highlights the need for normalization or some form of compensation for the variability.
Ratios are sometimes used to cancel multiplicative effects.

6.7 SUBPIXEL SPECTRAL MIXTURE ESTIMATION

Individual pixel observations by multispectral and hyperspectral sensing and imaging
systems frequently contain mixtures of two or more classes of materials, such as a target and
its surrounding background or two or more different land cover classes (at boundaries).
Furthermore, the material classes themselves can be composed of more than one spectral
subclass and these subclasses, in turn, can be subjected to different illumination and shadowing
conditions, such as in a vegetation canopy or a complex target. Finally, even the materials of
the spectral subclasses themselves can contain multiple components that contribute distinctive
spectral characteristics, such as the biochemical components of a leaf or the minerals in a rock.
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Techniques to assay spectrally the composition of individual pixels or observations have
been described or referred to by several different names. Among these are proportion
estimation, convex mixtures analysis, sub-pixel analysis, and spectral unmixing.

6.7.1 Background

Early sub-pixel proportion estimation techniques were developed and applied to Landsat
Multispectral Scanner (MSS) data by ERIM investigators. The 80-meter spatial resolution of
MSS caused crop inventory accuracy problems on boundary pixels that contained mixtures of
different crops. Therefore, techniques were designed to improve the accuracies of crop area
inventories (Horwitz, et al., 1971 and 1975; Nalepka and Hyde, 1972). These techniques also
were applied to improve surface-water area determinations for lakes and ponds, which also
suffered from effects of mixed (water/land) pixels (Work, et al., 1973; Malila and Nalepka,
1973). Another innovation by Horwitz, et al., 1975, called LIMMIX (standing for limited
mixtures) increased computational efficiency. In effect, it found boundary pixels, determined
for each one which major crop class was on each side of the boundary, and then computed the
mixture ratio between those crops.

Richardson, et al., 1975, investigated regression relationships for describing proportions of
plant, soil, and shadow reflectances in row crops. All the above were primarily limited to
research applications.

A number of astronomers and planetary geologists made use of sub-pixel techniques for
interpreting imaging spectrometer images from geological sites and planetary probes (Marsh,
et al., 1980; Pieters, et al., 1985; Kruse, et al., 1990). The term "spectral endmember" was
adopted to describe the fundamental components which could comprise a pixel. Some have
found it helpful to include a shade category (or shade "spectral endmember") to reduce
uncertainties or variations induced by terrain slope and aspect effects.

The end-member approach also was applied to Landsat data of naturally vegetated scenes
(Adams and Adams, 1984; Adams, et al., 1990) with definition of generic spectral
endmembers, such as green leaves, stems, and bare soil. These, along with the shade
endmember, were used to describe vegetation canopies. Alternatively, by first estimating and
then removing the vegetation component(s) from their analysis, some investigators have
claimed improved performance in geologic mapping applications.

A sub-pixel estimation procedure for detecting the presence of roads in Landsat Thematic
Mapper multispectral data was developed by Rice (1989).

A subpixel approach was applied by Dozier (1981) and Mattson and Dozier (1981) to
estimate temperature and size of subpixel-sized sources in two-band thermal data from the
AVHRR satellite (1,100-meter resolution).

Gillespie, et al., 1990, applied the spectral unmixing approach to multiband thermal data,
to capitalize on differences in spectral emittance. Temperature is a confounding factor.
Instead of adding a shade endmember spectrum, as was done for analyses of reflected data,
they defined a "virtual cold" endmember.

Recently, NASA sponsored investigators to look at remote sensing methods for
determining foliar chemistry of forests and other types of vegetation, in support of the HIRIS
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(High Resolution Imaging Spectrometer) system, which had been planned for the EOS.
However, HIRIS has been eliminated from the baseline EOS sensor configuration.

6.7.2 Discussion of Approaches

The various technical approaches that have been taken toward solving the spectral sub-
pixel estimation or unmixing problem are characterized by: (a) their underlying models,
(b) their data domains, and {(c) their computational procedures.

6.7.2.1 Mixing Models

Linear models are preferred for formulation of spectral unmixing algorithms, because of
their mathematical tractability. In all three types of sub-pixel estimation problems, linear
models usually have been employed, sometimes through the use of linearization
transformations, approximations, and assumptions.

In their initial formulation of the spectral mixtures problem (for initial application to
agricultural crop inventory), Horwitz, et al. (1971) derived a multivariate-normal model in
which signals from each component class were described by a mean vector and a variance-
covariance matrix. Their linear model of a mixture pixel’s mean vector was a simple weighted
average of the component-class mean vectors. Similarly, their mixture covariance matrix was
modeled as a simple weighted average of the component covariance matrices. This linear
approach appears to be reasonable for Type I problems, despite the complexities of individual
canopy reflectances which actually are nonlinear functions of components.

Individual rock types are nonlinear (sometimes called "intimate") mixtures of small
mineral grains of various types; that is, their reflectance spectra are nonlinear functions of the
pure-constituent spectra. Nevertheless, linear treatment of mixture spectra has been found to
be an acceptable approximation for geological remote sensing applications.

A common formulation of the problem expresses each pixel’s signal as a linear
combination of "end-member" spectra and a residual term:

S, = E £ M, +¢ (6-29)

k

where S, is the observed signal in spectral band i,
M,, is the i spectral component of endmember k,
f, is the fraction of endmember k, and
e; is the residual error for spectral band i.

The spectral unmixing solution then becomes one of finding appropriate end-member
spectra and doing an inversion for each observation S to determine the corresponding fraction
coefficients f, which best fit the observation, that is, in vector/matrix form:

F=M7S+E. (6-30)
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6.7.2.2 Data Domain of Analysis

Remote sensors detect spectral radiances emanating from scenes. Information about
objects and materials being observed via reflected radiation is introduced through their
bidirectional spectral reflectance and transmittance characteristics; physical properties and
structures; and orientations with respect to illumination sources. However, the intervening
atmosphere confounds the problem of analysis, through the introduction of both additive path
radiance and path transmittance losses.

Spectral unmixing analyses have been conducted in radiance data space, in reflectance data
space, and in log(1/reflectance) space.

Radiance-Space Analysis

The most direct approach to spectral mixtures analysis and spectral unmixing deals
directly with the observed radiances. If examples of pure endmembers, or pure targets, can be
extracted from the image data, then the unmixing calculations can proceed.

For some unmixing procedures, a shade endmember is needed. Analysts would prefer it to
be from a dark material that is shadowed. When this is difficult to find, an approximation is
made by selecting the darkest pixel in the scene (Gillespie, et al., 1990). Recently, it has been
realized that "shade" can have a spectral character. For example, shadows cast by leaves are
dark in the visible region, but brighter in the near-IR, since near-IR leaf transmittance is about
50 percent, versus 5 to 15 percent in the visible.

In the case of multiband thermal data, observed radiances are functions of both the
temperatures and spectral emittances of constituent materials. In linearizing the model,
Gillespie, et al. (1990) assumed that each pixel was made up of spectral components at the
same temperature, although the temperature could vary from pixel to pixel. This simple model
results in errors when the assumptions are not met, which is the case when rocks and
vegetation are mixed. Other ramifications and considerations are discussed by those authors in

their paper.

Reflectance-Space Analysis

As an integral part of their analysis and interpretation of data, especially hyperspectral
data, many investigators are interested in referring to a reference library of reflectance spectra.
This means that some method must be employed to account for atmospheric and illumination
effects in the data and put them into reflectance terms.

Perhaps the ideal way would be to have co-incident ground-based spectral-reflectance
measurements of scene materials at several locations within the scene. The selection would
provide at least one low-reflectance and one high-reflectance measurement at each wavelength.
If the atmospheric conditions are uniform, the image data can then be calibrated into
reflectance throughout the scene and reference reflectance libraries can be used in analyses.

In the absence of co-incident ground-based measurements, some investigators make
assumptions about what types of materials are at some locations and assign reflectance spectra
to them from a spectral library. Then the analysis proceeds as it would in a ground-calibration

case.
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When atmospheric conditions vary spatially (e.g., spatial distribution or terrain elevation
differences), only addressed once or twice in the literature, the solution has been to perform
multiple calibrations to reflectance, each for a different segment of the scene.

Log(1/R)-Space Analysis

In laboratory reflectance spectroscopy, it has been found that the reflected radiance spectra
depend on the absorption spectra of the constituent materials of the sample. Since absorption
is an exponential function of concentration, a good approximation has been found to be that
concentration, c, is proportional to the negative logarithm of reflectance (R), that is,

C o -log(R) = log(1/R) . (6-31)
Therefore, in log(1/R) space, the unmixing problem is treated as a linear combination of
absorbing material concentrations.

6.7.2.3 Computational Procedures

Continuum Versus Band Residuals

Outside of atmospheric (and solar) absorption bands, the solar irradiance spectral
distribution is smooth and has a blackbody shape. The spectral characteristics of materials
being observed influence the received radiation; dips occur where there are absorptions. Some
investigators have found it helpful to consider each measured spectrum to consist of a
continuum, which describes the general background shape, and a residual, which contains
spectral contributions from unusual scene constituents and nonlinear effects, especially
concentrated in narrow absorption bands.

After selecting a set of endmember spectra to model the continuum domain, each
individual pixel vector is analyzed and decomposed into the best fitting mixture of the
endmember spectra. If the fit is not perfect, there is a residual error. The errors may appear
only at certain wavelengths, such as in narrow absorption bands that are not represented in the
endmember spectra. After analysis, new endmembers may then be added and the procedure
repeated. The sequence then continues until the residuals reach an acceptable minimum level
or cannot be improved. Typically four to eight endmembers are selected in an analysis, even
when hyperspectral data are analyzed.

Comments from some other investigators have been to the effect that the emphasis on
residual analysis reflects a deficiency of the procedure for selecting the endmember spectra. A
key need is for an optimum procedure to select or determine appropriate endmembers for each
pixel.

To display results of a spectral unmixing analysis, several "fraction images" often are
created, each one showing the fraction of a given class that is detected at (or estimated for)
each pixel. These fraction images can be analyzed during the analysis process, as well as at
the end of the procedure.

Analysis-Driven Selection of Endmembers

Especially when reflectance calibration of the data is possible, knowledge about the scene
and its characteristics can be used to select spectral endmembers from a spectral library or
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from ground-based measurements. In theory, one can have one more endmember than the
number of bands available, but the high degree of correlation among hyperspectral bands
drastically reduces the number of distinct endmembers that can be employed. Noise and scene
variability also have effects.

Log Residuals Analysis

Australian researchers, Green and Craig, 1985, developed a ratio-like method of converting
raw data to apparent reflectance, without having to rely on field measurements to convert to
absolute reflectance. The method approximately removes multiplicative effects due to the
atmosphere, solar illumination, instrument gains, and also irradiance differences due to surface
geometry variations. On the other hand, it is sensitive to noise in the data and to the
uniformity of distribution of materials and presence of outlier spectra (clouds, shadows,
water, etc.) in the scene.

Expert Systems

Expert system approaches to analysis of hyperspectral data have been under development
for geological mapping by Kruse (1988). Rubin (1989) describes a knowledge-based approach
to automated mapping of minerology, using multispectral data.

Categorization

Categorization of data sets can be based on the estimated sub-pixel components. For
instance, Lavreau and Trefois (1988) used spectral mixing models for soil classification of
Landsat TM data. Also, Adams, et al. (1990) applied the approach to categorization of
Landsat data of the Amazon forests, finding that different combinations of green, bare-wood
components, bare soil, and shadow components permitted definition of distinct classes.

Atmospheric Water Vapor Estimation

Several investigators have analyzed spectral dips in radiance within the 940 nanometer
water vapor absorption band to estimate the total precipitable water vapor in the atmospheric
column (Gao and Goetz, 1990; and Green, et al., 1991). Claims of being able to detect small
enough differences in precipitable water vapor to measure terrain elevation differences (under
the assumption of uniform atmosphere) have been made (Green, et al., 1991).

Leaf Moisture Estimation

Gao and Goetz (1990), went one step farther in water vapor estimation, analyzing the
possibilities of differentiating between atmospheric water vapor absorption and absorption by
liquid water in green leaves. They are exploiting spectral differences in these two absorption
phenomena, that is, an offset of about 50 nanometers in the absorption band centers.

Spectrum Matching

With the large number of spectral bands, it becomes computationally involved to conduct
spectrum matching operations. At least two procedures have been developed for making these
calculations, the Hamming Distance Metric and Spectral Angle Metric (SAM). These measure
the similarity between vectors without regard for their relative magnitudes (brightness).

6-26




6.8 UNIQUE ASPECTS OF SPECTRAL PROCESSING IN THE
THERMAL INFRARED

The multispectral signal processing principles are the same in the reflective and emissive
portions of the spectrum. However, the interactions with the environment are different so that
the target-background contrasts, signal-to-clutter levels, and background statistics are different
in the two regimes of the spectrum.

Spectral reflectance differences between classes of materials in the reflective portion of the
spectrum between 0.4 and 2.5 pm are frequently large and pronounced. These arise because of
differences in chemical composition and corresponding differences in electronic structure.
This might suggest that multispectral discrimination should be easy. However, there are large
natural variations in the reflectances of samples from the same class. This leads to the
requirement for a statistical characterization of the reflectance properties of materials in terms
of the mean spectral reflectances, variances and spectral correlations. Even more spectral
variability is introduced by illumination from the sun, sky, clouds, and surrounding
background, by the viewing geometry, and by the atmosphere. Despite the statistical
variations, there are many examples of the application of multispectral target detection and
target/background discrimination demonstrated for both military and civilian applications.
Some of these will be detailed in Section 8.

Spectral emittance variations in the thermal infrared, between 3 and 14 um, tend to be
smaller than the corresponding spectral reflectance variations in the reflective portion of the
spectrum between 0.4 and 2.5 pm. Many target and background materials, for example, many
paints, water, soil, road materials, and vegetation have spectral emissivities between 0.8 and
0.95 between 8 and 14 pm and between 0.5 and 0.9 between 3 and 5.5 um. Although there
are spectral emissivity differences between different materials, they are less pronounced than in
the reflective portion of the spectrum. In the MWIR between 3 and 4.2 pm, both solar
reflection and thermal emission contribute to the spectral radiance. Spectral signature analysis
in this portion of the MWIR is difficult to analyze during the daytime because an increase in
reflectivity causes an increase in the reflected radiance; at the same time the decrease in
emittance (€ = 1 - p by Kirchhoff’s law) causes a decrease in the emitted radiance. These
competing effects cause the signature effect of either alone to be reduced.

Radiance in the thermal infrared is determined by emittance and temperature. Variations
in temperature can cause large variations in the radiance at a remote sensor (analogous to
variations in the intensity of solar input in the visible). Temperature variations can also cause
spectral variations (Planck’s law). It is not possible, by remote sensing alone, to measure the
temperature and spectral emissivity separately. This causes additional variability in the
statistics of targets and backgrounds that makes target/background discrimination more
difficult.

Multispectral sensing may be able to utilize bands in the reflective and emissive portions
of the spectrum effectively for both day and night operation or as a2 means of discrimination
on phenomena of different origin, for example, electronic transitions in the visible and near
infrared and molecular vibrational transitions in the thermal infrared.

This section presents a discussion of two thermal multispectral applications that are
significantly different and potentially important for military applications. The first is
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emissivity mapping, the second is spectrally correlated background clutter suppression.
Thermal multispectral target detection and target/background discrimination is currently the
subject of intensive investigation. Suppression of spectrally correlated backgrounds as a means
of enhancing target contrast for target detection is one example of multispectral target
detection in the thermal infrared.

6.8.1 Emissivity Mapping
The radiance in the thermal infrared at a remote sensor L(T, A), includes both emitted and
reflected radiance and is given by the following expression

L(T, ) = tMEMLy(T A) + (1 - AL, W] + LA, (6-32)

where L, (T, A) is the Planck blackbody radiance,
L., (A) is the radiance from the environment,
g(A) is the spectral emittance,
1 - &) is the spectral reflectance,
‘CPO\,) is the atmospheric transmission, and
L) is the path radiance.

It is not possible to measure both the temperature and the spectral emissivity by means of
spectral radiance measurements alone. N spectral band measurements cannot unambiguously
determine N spectral emissivities and a temperature. However, there are a number of factors
that permit a practical separation of the spectral emissivity and temperature. The simplest of
the emissivity mapping techniques is based on a principal component analysis. Under
conditions when radiance variations are dominated by thermal variations in the scene, for
example, with solar loading during the day, most of the variation caused by temperature is
contained in the principal component image corresponding to the largest eigenvalue.

Variations in the other principal component images correspond to spectral emissivity
variations. If the dimensionality of the space is reduced by one, from N to N - 1, by
projecting out the dimension of the principal component containing the temperature variations,
the result is N images containing only variations due to spectral emissivity variations.

Other methods have been developed for emissivity mapping and for viewing thermal
multispectral thermal data. These include band ratioing and normalization of the data by the
data in a broad band channel. The results using these other techniques are similar.

There are significant potential applications for emissivity mapping to terrain categorization,
trafficability, moisture content, new construction, and temporal changes in the terrain as part of
the military requirements for mission planning and intelligent battlefield preparation. Several
examples of emissivity mapping in the thermal infrared will be given in Section 8.

6.8.2 Spectrally Correlated Background Clutter Suppression

Emissivities for most materials vary between 0.8 and 0.95 in the 8 to 14 pm thermal
infrared. Thermal emission is generally the dominant term with variations caused by spectral
emittance variations small by comparison. The signal to clutter ratio is frequently less than
one in any one single band in the thermal infrared.
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Variations in the radiance in the thermal infrared are due largely to variations in
temperature. Recent work by ERIM, Space Computer Corp., and SAIC for the Air Force
Wright Laboratories, sponsored by ARPA, has discovered that the radiance correlations
between spectral bands in the thermal infrared is very high. For example, the spectral
correlations within the window region between 8 and 12 pm is frequently 0.99 to 0.9999 for
vegetation or partially vegetated desert backgrounds. Correlations are smaller at thermal
crossover when thermal variations are smaller. Correlations are also high between band pairs
in the 4.2 to 5.5 pm MWIR, and between bands in the 4.2 to 5.5 yum MWIR and 8 to 12 um
LWIR. This is very significant because it suggests that the variability in the spectral
emissivity for these backgrounds is very small.

Differences in the mean spectral emissivities of targets and backgrounds have also been
found to exist. The significance is that even when the SCR is low in a single infrared band,
multispectral processing can significantly suppress the clutter because of the high spectral
correlation in the thermal infrared. This results in a significant increase in the SCR.

Multispectral and hyperspectral sensing has been shown to have significant potential in the
thermal infrared for detecting low contrast targets with possible application to camouflaged and
partially obscured targets. An example is shown in Section 8.
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7.0 POTENTIAL DEFENSE APPLICATIONS OF
MULTISPECTRAL AND HYPERSPECTRAL
TECHNIQUES

7.1 CLASSES OF APPLICATIONS

For purposes of this report, potential defense applications of multispectral and
hyperspectral data are considered to be in one of two categories, strategic or tactical.

7.1.1 Strategic

The class of strategic applications includes those which are amenable to use of data from
satellite multispectral sensors, in that they typically are not time-sensitive and can use synoptic
broad-area coverage with modest spatial resolution. For instance, they can use the 10- to
30-meter resolution of Landsat and SPOT data with their two- to four-week nadir revisit times.

7.1.2 Tactical

The class of tactical applications may require better timeliness and finer spatial resolution,
while being able to get by with more limited spatial coverage. Such requirements might be
better met with data from airborne sensors.

7.2 DEFENSE APPLICATIONS AND ASSOCIATED SENSOR
REQUIREMENTS

Multispectral and hyperspectral data have potential applicability for many different defense
related problems and tasks. For any given task, the critical factors that determine how useful
the spectral data can be include the phenomena that can be observed, the sensor parameters
that determine how well the scene characteristics can be sampled and defined and, finally, the
amount of relevant information that can be extracted from the remotely sensed data.

To help establish requirements for new systems or define the applicability of existing
systems, studies have been or can be made of the relevant factors and information elements
and requirements. For instance, the DLPO recently conducted a definition study and survey
for an Advanced Land Remote Sensing System (ALRSS), as a possible follow-on to the
Landsat series of multispectral satellites (see bibliographical reference). They identified
defense applications and organized them into the eleven major categories shown in Table 7-1.
Since the information needs of any military crisis or other crisis with military implications,
will vary and depend on the particular circumstances, it is difficult to make a single
prioritization of a list of applications such as presented here.

Each of the eleven categories was further detailed into application tasks and subtasks. To
better indicate the extent of utility, we have also included the task-level entries in Table 7-1.
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Table 7-1. Illustrative Defense Applications of Multispectral Sensors (To the Task Level)

1. Mappmg, Charting, and Geodesy
¢ Image mapping
» Terrain characterization analysis
e Feature extraction and analysis
» Elevation data extraction
* Map creation
» Change detection

2. Broad Area Search
* Automated change detection
¢ Cueing support

3. Disaster Support
e Natural disaster assessment
 Man-made disaster assessment

4. Strategic Industry and Resource
* Monitoring
Natural resource exploration/mining
POL facilities
Industrial material process flow
Seaport usage
Power supply
Underground facilities
CW/BW production

5. Contingency Planning Support

* Intelligence preparation of
the battlefield
Landing zone/drop analysis
Amphibious operations planning
Airfield analysis
Noncombatant evacuation
operations
¢ Environmental hazards

7-2

6. Mission Planning and Rehearsal
» Large area orientation
¢ Operations planning
* Mission rehearsal fly-through
» Mission assessment

7. Current Operations Support
¢ Theater surveillance
¢ Order of battle analyses
(naval, ground, air/air-
defense, missile,
CW/BW)

8. Targetmg Support

e Target detection

» Target identification and tracking

Target vulnerability
characterization
Advanced target materials
Target penetration analysis
Bomb damage assessment
Cruise missile targeting

9. Counternarcotics
* Support counternarcotics
operations
¢ Narcotics transshipment
» Narcotics processing
» Growing activity

10. Treaty Monitoring
e START
* CW/BW
* Conventional Forces
Europe (CFE)
» Environmental treaty monitoring
* Nuclear weapons proliferation

11. Counterterrorism
e Support counterterrorism
operations




For each subtask under these tasks, the pertinent observables were listed, along with
estimates of which spectral bands would be most useful and what ranges of other sensor
parameters would be required, such as spatial resolution, revisit interval, and stereo coverage,
to provide the desired information. Also, the value of the multispectral imagery (MSI)
contribution was estimated as being major, significant, added value, or no contribution.

One finds that every spectral region, from panchromatic and spectral visible, through near
infrared and short-wave infrared, to the mid-wave and long-wave thermal infrared regions has
pertinence for some defense application. Usually, the applications will benefit from use of
more than one band or spectral region, as in multispectral, hyperspectral, or ultraspectral
sensing, although a few may be specialized to a single spectral region or constrained from
using others.

7.3 IMPLEMENTATION CONSIDERATIONS

In order to use multispectral and hyperspectral data for defense purposes, one must have
data collection sources, data dissemination resources, and data exploitation capabilities.
Collection capabilities have already been discussed in Section 4. Some of the other issues are
discussed below.

7.3.1 Existing Software/Hardware Systems and Facilities

Both capable hardware and efficient software implementations of effective algorithms are
needed in order to exploit multispectral and hyperspectral data in a timely and effective
manner. Research and development activities generally precede operational capabilities.
Government-sponsored developments by contractors and government personnel have produced
operational data exploitation capabilities at a few defense establishments. Expansion of the
user base and exploitation capabilities are proceeding, as the technology matures. In recent
years, commercial off-the-shelf software and hardware have gained capability and have more
potential for meeting the needs of military users.

7.3.1.1 MIMES

Units of United States Air Force (USAF) Space Command (SPACECOM) [formerly under
STRATCOM and Strategic Air Command (SAC)] have had access to a multispectral data
processing and production system called MIMES since 1988. The system uses a VAX
mainframe computer, with peripherals such as an array processor and specialized hardware
processors for rapid geometric correction and maximum-likelihood categorization processing of
the Landsat data.

The software is configured in such a way that a number of multispectrally based products
can be produced routinely by military personnel. Products using standard TM data inputs
include TM analysis images (to provide scene overviews) and change images and associated
single-date reference images (to provide change products for interpretation and cueing and
made using the PISCES procedure described in Section 6.4.2).

Provisions also exist for geocoding the image data (i.e., rotating and resampling to a
controlled north-south-oriented coordinate grid in a projection of the user’s choosing) and then
producing a number of products with accurate geolocation. Among these are TM image
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graphics (with coordinate markings), terrain-categorized image products, multiscene image
mosaics (hundreds of miles square), perspective views (draping TM data over digital terrain
elevation data), and other specialized or custom image products.

ERIM developed and installed the system and continues to maintain the software and
special-purpose hardware and to periodically train the operational personnel. For additional
information, contact Capt. Ronald Senger, SPACECOM, (402) 294-7784.

7.3.1.2 DAIRS/SPECTRA

The Defense Intelligence Agency (DIA) has capabilities to produce customized image
products from civilian multispectral satellite data, using a collection of hardware and software
called DAIRS (DIA Advanced Imagery Reproduction System). Standardized Production
Environment for the Classification of Terrain and Resource Analysis (SPECTRA) is another
capability for UNIX workstations, intended to provide capabilities similar to MIMES, and has
been under development for some time. For information about DIA systems, contact
Mr. Wayne Hallada of DIA, (202) 373-2086.

7.3.1.3 MATRIX/MAGISTIC

MATRIX and MAGISTIC are other workstation-based data exploitation systems under
development, with capabilities for multispectral data exploitation. MATRIX was developed
initially to process other data types, but has been adding capabilities for multispectral image
processing and information extraction. MAGISTIC (MATRIX Geographic Information System
and Tumkey Imagery Capability) is a more inclusive concept which is to include MATRIX.
For information, contact Capt. Joseph Brickey of the Defense Landsat Program Office,

(703) 267-4496.

7.3.1.4 HYDICE Exploitation Toolkit

In anticipation of the operational availability of HYDICE hyperspectral data, the HYDICE
Program Office has developed and made available a software toolkit which can provide an
" initial starting point for interested users. It includes basic capabilities for handling and
manipulating hyperspectral data. It is based around the Spectral Image Processing System
(STPS) from the University of Colorado and requires use of a commercial software package
called IDL, from Research Systems, Inc., for its underlying functionality. For information,
contact Comdr. Mark Andersen, NRL, (202) 279-2349.

7.3.1.5 Aircraft Mission Planning

The Air Force presently has deployed the Mission Support System-IT (MSS-II) and will be
deploying the advanced Air Force Mission Support System (AFMSS). These provides users
with image-based and other tools needed for planning missions, including route analysis, threat
analysis, preview, image backdrop, geolocation, and perspective viewing. They presently use
only panchromatic image data, such as provided by SPOT, but could possibly have enhanced
capability through future use of multispectral data for natural color and/or other types of image
displays. For information, contact Maj. Robert Ekstrom, HQACC, Langley AFB, VA,

(804) 764-3311.
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Another example system is the Tactical Aircraft Mission Planning System (TAMPS) which
utilizes Landsat, SPOT, and Arc Digital Raster (ADRI) imagery for route planning. The
system is used to view the image data and to manipulate them over other data sets for three-
dimensional perspective viewing. Hosted on Navy standard hardware, the current version of
software is TAMPS V6.0. For additional information, contact Lt. Comdr. Zdenka Willis at
(703) 604-3379, Ext. 8818.

7.3.1.6 Commercial Software Packages

A number of commercial firms have developed software packages that can be used to
exploit multispectral and hyperspectral image data. These packages tend to have increased
capability with each release.

Typically, no package has all the functionality or ease of use that is needed or desired by a
particular user. Many are best suited to analysis and operational or demonstration processing
on smaller-sized data sets, having less facility for handling larger full scenes and multiscene
mosaics.

A partial list of vendors is presented in Table 7-2. Apologies to any vendors who are not
included, but should be.

7.3.2 Tactical-Unit Availability
7.3.2.1 Issues Concerning Multispectral Data Use in Tactical Scenarios

Timeliness is a key issue in the use of multispectral or hyperspectral image data in tactical
scenarios. For intelligence preparation of the battlefield (IPB) and other planning operations,
use can be made of satellite multispectral data collected months or even years before, in some
scenarios. However, for others, there likely will be requirements for up-to-date information in
rapidly changing conditions. This requires improvements in the "pipelines" for image product
preparation, production, and dissemination.

7.3.2.2 XVII Airborne Corps

A few tactical groups have explored the use of multispectral data in operational planning
and training activities. One example is the XVIII Airborne Corps, Ft. Bragg, NC, which has
an imagery dissemination network to provide MSI support to selected elements of its
command, along with commercial image processing software.

7.3.2.3 Eagle Vision

Eagle Vision is a 14-month demonstration project that recently began in Europe (Aviation
Week & Space Technology, May 16, 1994). Project officials indicated that Eagle Vision will
provide forces in the field with a capability to directly receive 10-meter SPOT panchromatic
data, without encountering multiweek delays such as occurred during Persian Gulf War
operations.
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Table 7-2. Representative Commercial Image Processing Software Products

Platforms

Product
Name

Developer/Vendor

UNIX
Workstation

IBM-PC and
Compatibles

Comments

Telephone No.
Fax No.

IMAGINE

ERDAS, Inc.
2801 Buford Hwy., Ste. 300
Altanta, GA 30029

X

X

Multispectral
Image
Processing

404-248-9000
404-248-9400

ARC/INFO

ESRI
380 New York St.
Redlands, CA 29373

Geographic
Information
System

909-793-2853
909-793-4801 or
793-5953

SPECTRA

Intergraph Corp.
One Madison Industrial Park
Huntsville, AL 35894-0001

X
(Special
hardware may
be required)

Multispectral
Image
Processing

205-730-2000
205-730-6750

EASI/PACE

PCI Remote Sensing Corp.
1925 N. Lynn St., Ste. 803
Arlington, VA 22209

X

Multispectral
Image
Processing

703-243-3700
703-243-3705

ENVI
(Includes
IDL)

Research Systems, Inc.
2995 Wilderness Place
Boulder, CO 80301

Multispectral
and
Hyperspectral
Image
Processing

303-786-9900
303-786-9909

WTJ Software Services
809 Lawrence Road
San Mateo, CA 94401

Multispectral
and
Hyperspectral
Image
Processing

415-344-6771
415-344-2491

The Eagle Vision system has two major components, a French-built (Matra Cap Systems) portable
ground station to receive the downlinked data and a companion U.S.-built (ERIM) data processing,
data integration, and data exploitation system.

The full system involves individual truck-mounted shelters for the data acquisition and data
integration segments and a small trailer-mounted antenna. All can be transported in a single Lockheed
C-130 aircraft.

The Eagle Vision system reportedly will permit images to be received and distributed within the
theater within hours and updated daily with multiple satellite passes in range of the station. Products
include orthorectified image maps in ADRI format.
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8.0 EXAMPLE DATA PRODUCTS FOR DEFENSE
APPLICATIONS OF SPECTRAL PHENOMENA

Multispectral data have been available from both airborne and commercial satellite sensors for use
in defense applications and applications research and development. The derived data products
presented in this section were selected to illustrate pertinence to a variety of potential defense
applications. Beginning with finer-spatial-resolution airborne data products, the section ends with
Landsat and SPOT satellite data products.

Section 8.1 shows uses of multispectral reflective data collected in spectral bands between 0.45
and 2.34 um. Examples of terrain categorization and target detection are included. Section 8.2 shows
examples of the potential for terrain categorization and target detection with multiband thermal data
collected in six spectral bands between 8 and 12 um.

Section 8.3 gives an example of emissivity mapping with multispectral data in the LWIR with
classification of terrain on the basis of soil content. Section 8.4 presents results of low noise
hyperspectral measurements in the MWIR and LWIR with potential application for clutter suppression
and detection of low contrast, partially obscured, and camouflaged targets obtained by ERIM under the
ARPA/Air Force (AF)/Navy/Army Joint Multispectral Program. Section 8.5 shows several additional
examples of multispectral and hyperspectral sensing in the MWIR developed as part of the Airborne
Instrument Program. Section 8.6 shows results using the MUSIC sensor in the LWIR to detect ethyl
ether vapor on the basis of vapor cloud absorption between 8 and 9 pm.

Finally, Section 8.7 presents applications examples making use of commercially available,
multispectral satellite data. The examples include image mapping, various types of feature extraction
and mapping, and visualization and image fusion.

8.1 TARGET DETECTION IN THE VISIBLE AND REFLECTIVE IR

There is a wide diversity amongst the spectral reflectance characteristics of target and background
materials in the visible and reflective infrared regions. Figure 8-1 shows a categorization image
developed with M-7 data collected over Griffiss Air Force Base (AFB). This example illustrates the
potential for using multispectral data in the visible and short wavelength infrared for materials
discrimination and/or identification.

Figure 8-2 illustrates vehicle detection through spectral contrast enhancement and machine
processing of multispectral data. Figure 8-2a shows a natural color image from TMS data over
Ft. Chaffee (with blue 0.46-0.52, green 0.53-0.60, and red 0.63-0.69 pm). Several targets in this
image are very hard to detect against their backgrounds. (Most target locations are identified by
computer-generated circles in Figure 8-2d.) Figure 8-2b shows an enhanced image generated by using
three non-visible bands to produce a false-color (SWIR-composite) image (blue 0.77-0.90,
green 1.53-1.73, and red 2.06-2.33 um). The color contrast between targets and backgrounds in this
false-color image is increased because of the pronounced spectral reflectance differences between the
targets and backgrounds in the shortwave infrared (IR) spectral region. Figure 8-2c shows a fully
processed terrain classification and target detection image based on all six TM spectral bands.
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Figure 8-2d shows results of spatial processing of the results in Figure 8-2c to detect targets near
roads.

The above examples show the potential for using the reflective IR to help in classifying terrain
and building materials and in detecting targets having low visible contrast with their backgrounds.

8.2 MATERIALS CLASSIFICATION IN THE LWIR

The spectral emissivities in the thermal IR are generally high, and the spectral variations in
spectral emissivity are smaller than the corresponding variations in reflectance in the visible and
reflective IR. Nonetheless, significant spectral emissivity differences exist in the thermal IR that
provide the potential for target contrast enhancement, terrain categorization, and materials
classification. :

Figure 8-3 shows a false color image using three of the six bands of LWIR spectral data obtained
with the TIMS sensor at Griffiss AFB. The average level of the return in each of the three bands has
been adjusted so that much of the background is gray with gray levels representing variations in

_temperature. Some parts of the scene, particularly the road, runway, and asphalt taxiways, are pink.
These are backgrounds having a spectral variation in the LWIR. Specifically, the coloring in this
imagery is mainly due to the SiO, reststrahlen feature in these materials.

Figure 8-4 shows alternative views of the same data. Images of the ratio of two different band
pairs are shown on the left. The band ratio 3/5 is the ratio of the 9-9.4 and 10.3-11.7 um bands, and
the band ratio 4/6 is the ratio of the 9.6-10.2 and 10.3-11.1 ym bands. Color-coded level-sliced ratios
are shown on the right. Surfaces with a reststrahlen feature are shown in color, with blue the weakest
feature and red the strongest.

These examples show the potential for spectral data in the thermal region to provide information
for terrain categorization, materials classification, and potentially for target detection and classification.

8.3 EMISSIVITY MAPPING IN THE LWIR

An example of emissivity mapping is shown in Figures 8-5 and 8-6. Figures 8-5a and 8-5b show
imagery of an Adelaide scene collected with the TIMS 6-band LWIR thermal infrared sensor in two of
the six spectral bands, namely Bands 3 and 6. The images in all six spectral bands appear very much
alike. Figures 8-5c and 8-5d show the principal component images corresponding to the largest and
next largest eigenvalue. The image with the largest eigenvalue, Figure 8-5c, contains almost all of the
variability. Almost all of this variability is due to temperature, and the image is very similar to any of
the original images. Figure 8-5d is the image corresponding to the next largest eigenvalue and
contains most of the variation caused by variations in spectral emissivity.

Figures 8-6a and 8-6b show the imagery in Bands 3 and 6 after the temperature variations,
contained in the first principal component image, have been projected out. It should be noted that the
emissivity of the roads in the imagery are low in Band 3 and high in Band 6. Figure 8-6¢ shows the
spectral emissivity variations from road and vegetation areas in the imagery from all six TIMS bands
after having projected out the temperature. The reststrahlen band at approximately 9.2 pm due to SiO,
is readily apparent. Finally, Figure 8-6d shows the sensor NEAT requirement for detecting emissivity
changes in the thermal infrared. It is seen that the TIMS sensor, with an NEAT of 0.2 K is limited to
detecting emissivity changes of 0.5 to 1 percent with a SNR of one. Detection of emissivity changes
of 0.5 to 1 percent will generally require sensors with NEATs of better than 50 mK.
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This shows the capability of emissivity mapping in the LWIR to detect roads. Emissivity
mapping also has the potential for terrain categorization, trafficability and route planning.

8.4 SPECTRALLY CORRELATED BACKGROUND CLUTTER
SUPPRESSION IN THE MWIR AND LWIR

Temperature variations are the primary source of clutter in the thermal IR. Spatial filtering
frequently cannot provide enough gain in the SCR for adequately high probability of detection and low
probability of false alarm. However, recent measurements with high sensitivity hyperspectral
radiometers have shown that the spectral correlation within the window regions of the LWIR and
MWIR, as well as between the LWIR and MWIR, can be very high. This high correlation is the key
to detecting low contrast, partially obscured, and camouflaged targets in the thermal IR using
multispectral and hyperspectral techniques.

Figures 8-7a and 8-7b show a photograph and a broadband LWIR thermal image of a truck target
partially obscured by a vegetative canopy. Figure 8-7c shows the spectral apparent temperature
contrast between the target and the background. Figure 8-7d shows a scatter plot of pixel radiances
from the vegetative background and from the partially obscured truck in two MWIR spectral bands.
These data were obtained by ERIM as a part of the ARPA/AF/Navy/Army Joint Multispectral
Program; Dr. Larry Stotts, ARPA Program Manager; and Capt. Robert Eslaire, Wright Laboratory
(WL) Program Manager. The background correlation is 0.99917 in these data. The SCR is much less
than one in either the broadband image or narrow spectral band alone. However, due to the high
background spectral correlation and the mean spectral (emissivity) difference between the target and
the background, the target SCR can be improved by nearly 18.31 dB (SCR = 8.23) using two spectral
bands together.

Multispectral and hyperspectral imaging in the MWIR and LWIR has significant potential for
detecting low contrast and partially resolved targets with high probability of detection and low
probability of false alarm. It is anticipated that these sensors will have to have NEATs of 50 mK or
less to take full advantage of the high spectral correlations observed in the thermal IR.

8.5 HYPERSPECTRAL IMAGING IN THE MWIR

The material in this section was provided by Capt. Larry Adair, the Airborne Instrument Program
(AIP) Program Manager. Images were taken from the AIP Sensor Capabilities report.

Multispectral and hyperspectral sensors in the MWIR have a number of potential applications.
Several examples are presented in this section of the report developed with data collected using the
AIP sensor. This sensor is similar to the HICAMP-II and MUSIC sensors. It operates in the MWIR
in either a staring mode or pushbroom mode. The sensor has a 45 x 90 Si:In focal plane array. The
IFOV is 1.165 mrad. It is typically flown on the WB-57F aircraft operated by the NASA Johnson
Space Center. With the aircraft at 60,000 feet, the ground resolution is approximately 20 m.

The instrument can be operated in a staring mode in four spectral bands using a four-position
filter wheel, or the instrument can be operated with a MgO/Ge prism as a pushbroom spectrometer.
The four spectral filters are centered at 2.232, 2.844, 3.783, and 4.479 pm. The imaging spectrometer
covers the spectral range 2.0-6.3 um with 75 bands with a spectral range varying from 0.02 to
0.07 pm. Table 8-1 summarizes the instrument characteristics.
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b) MW FLIR image of truck

Figure 8-7. Low Contrast Target Detection With Spectral Correlation Sensor
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Table 8-1. Airbomne Instrument Program (AIP) Sensor Characteristics

Parameter

Value

Aircraft

Maximum altitude

True air speed

Maximum mission duration/range

WB-57F, NASA 928

~60,000 feet (load dependent)
125 - 390 kt (altitude dependent)
6 hours/2300 nm

Instrument
Modes of operation

Staring Radiometer
Imaging Spectrometer

Focal Plane
Frame Rates (nominal)
Integration Times, @
81.38 Hz
40.69 Hz
20.35 Hz
10.17 Hz
A/D

Mosaic 45 x 90 pixels, CCD (Si:In)
10, 20, 40, 80 Hz

12.29 msec
24.58 msec
49.14 msec
98.33 msec
12 Bit

Radiometer
Single Detector Field of View
Pixel Pitch
Sensor Field of View
Spectral Filters (Ctr)
2.232 pm
2.344 um
3.783 um
4479 pum

1.120 mrad square
1.165 mrad

52.43 mrad square

LBE - UBE (1/2 Power)
2.205-2.259 pm
2.716-2.972 um
3.723-3.843 pm
4.406-4.553 pm

Imaging Spectrometer
Spectral Coverage
Spectral Resolution
Number of Bands
Slit IFOV
Spatial Resolution (pushbroom)

2.0 t0 6.3 um

0.02-0.07 pm (20 - 70 nm)

75

52.43 mrad by 300 prad

1.165 mrad cross track, down-track determined by
frame rate and forward velocity/scan rate.

In the shorter wavelength bands, from 2.0 to about 3.5 um, the dominant signal in the daytime is
reflected sunlight, allowing identification of narrow-band spectral (reflectance/absorption) features.
This capability may be used in defense, for example in the characterization of false alarm sources by
spectral/temporal characteristics (solar reflections, lightning, explosions); in law enforcement, for
example in the detection of illicit drug processing by detection of narrowband absorption features of
solvents; and in a variety of economic areas such as geology and mining, agriculture and forestry,
hydrology, and environmental monitoring and cleanup.
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In the longer wavelengths (from about 3 to 6 pm) thermal emission dominates. This has utility in
the determination of subtle temperature differences around ambient. Applications include industrial

capacity, geology, and environmental studies.
In many cases, band differencing between the shorter (reflective) and longer (thermal) bands
highlights cultural features such as road networks and enhancement of narrowband absorption or

reflectance features.
The following sections illustrate the applications of multispectral and hyperspectral sensing in the
MWIR along with one example of results obtained with the MUSIC sensor in the LWIR.

Industrial Activity

Figure 8-8 shows an image over the AT&SF Railroad near Kingman, Arizona. This image is the
result of using the 3.8 and 4.5 um bands. Considerable cultural detail is shown along with the
presence of several diesel locomotives (upper right) evident by the exhaust stack radiance.

False Alarm Sources

Figure 8-9 shows an off-nadir image of solar reflections from high-altitude lakes at 2.2 um. The
upper image is scaled to show reflections from partially melted lake surfaces. The lower image is \‘
scaled to bring out lake boundaries. i

Material Spectral Features

Figure 8-10 shows an "image cube" of 45 of the 75 available spectral images obtained using the
AIP sensor in the imaging spectrometer mode. The front image is at 2.3 pm; a total of 45 images is

shown.
Figure 8-11 shows two images of Oahu, Hawaii. The upper image is a 2.2 um image in which

clouds appear bright due to solar reflections. They are dark in the lower image at 4.5 um due to their
colder temperature. City features (buildings, streets) in the right portion of the image are brighter.

Figure 8-12 shows the result of wide band differencing to enhance contrasts based on spectrally
dependent features. In the upper 2.3 pm band image, streets and roads to the east of Diamond Head
and within the crater disappear into the general clutter. In the middle 5 pm image they can be
distinguished, but the contrast is greatly enhanced when the longwave image is subtracted from the
shortwave image shown in the lower figure.

Figure 8-13 shows another example of wide band image differencing. In the upper image, two
aircraft parked on the (dark colored) ramp at Hickam AFB are readily discerned at 5 ym. In the
middle 2.3 um image, the first two disappear but three others are evident. When the two images are
differenced, all five become apparent (circled). '

8.6 HYPERSPECTRAL DETECTION OF ETHYL ETHER VAPOR
IN THE LWIR
Figure 8-14 shows data obtained with the MUSIC sensor (very similar to the AIP sensor except
operating in the LWIR). The two upper figures are images at 8.85 and 8.94 um. A cloud of ethyl

ether vapor has been released but is not apparent in either image alone. The lower images are
difference images in which the ether cloud is readily apparent (especially in the lower filtered image).
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Figure 8-8. AT&SF Railroad at Kingman AZ. Diesel locomotives (upper right)
evident by exhaust stack radiance utilizing the 3.8 ym and 4.5 pm bands.



Figure 8-9.  Off-Nadir Images of Solar Reflections From High-Altitude (~ 12,000 ft)
Lakes at 2.2 um. Upper image scaled to show reflections off partially-
melted pools on frozen lake surface. Lower image scaled to bring out
lake boundary vs. land.
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Figure 8-12. An Example of Wide-Band Differencing. In the upper 2.3 pm image,
streets and roads to the east of Diamond Head and within the crater
disappear into the general clutter. In the lower 5 pum image, they can be
distinguished, but the contrast is greatly enhanced if the longwave image
is subtracted form the shortwave.
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Figure 8-13. A Second Example of Wide-Band Differencing. In the upper image, two
aircraft parked ont he (dark-colored) ramp at Hickam AFB may readily be
discerned at 5 um (upper center). Int eh 2.3 ym shortwave image below,
the first two disappear, but three others are evident (lower right). When
the two are differenced, all five become apparent (circled).
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Figure 8-14. A Second Example of Narrow-Band Differencing. In both the upper
images (8.85 um and 8.94 um - data from the MUItiSpectral Ir Camera
(MUSIC)) a cloud of ethyl ether vapor has been released, but is not
apparent. In the differenced third image, the gas plume is easily detected.
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8.7 PRODUCTS FROM COMMERCIALLY AVAILABLE
SATELLITE DATA

Satellite-collected multispectral data (Landsat) have been available for commercial or civilian
purchase for more than twenty years, beginning in 1972 with Landsat 1. Since the launch of the
Landsat 4 TM in 1982, the usage of satellite remote sensing has grown for development of products to
support DoD applications. Today, satellite data from TM, SPOT, and other sensors are accepted for
usage in various projects to support defense applications. These applications vary from support to
Desert Shield and Desert Storm to determination of poppy cultivation in Afghanistan.

Satellite data have several unique properties that make them useful for such applications, such as:

» Their wide field of coverage is especially useful for broad area coverage applications. Even
with coarse resolution, trackage, new construction, and other intelligence indicators can be very
apparent and useful for cueing other, higher resolution data sources.

* Their high radiometric quality across multiple bands allows discrimination of vegetation and
terrain classes useful in area limitation and trafficability analyses.

» These data are readily available and unclassified, facilitating usage and distribution to allies
during joint campaigns or exercises. Techniques to geocode the data precisely allow up-to-date
maps of even remote regions of the Earth to be developed quickly, for example, to accompany
troops during exercises and campaigns.

» The coverage is repetitive and suitable for change detection, and some systems are pointable to
allow more frequent coverage of selected areas.

» The data are digital, allowing access to a large suite of automatic and automated algorithms for
feature extraction. Techniques have been clearly demonstrated to extract land cover,
bathymetry, elevation, and line of communication (LOC) information directly from the data.
This also facilitates fusion of the extracted and original data with image or vector data for
incorporation into GIS, use in mission planning systems, and warping into perspective views
for mission planning or rehearsal.

As noted earlier, DoD organizations, such as SPACECOM and DIA, are now creating products
and data graphics from satellite data on a regular basis. These products typically draw on the
automatic, automated, and interactive algorithms available in the individual systems also noted earlier.
Various levels of capabilities support the individual requirements of the users of the systems.

Probably the most important capability of each system is the ability to geocode (including
orthorectification of) the data. This very necessary precision preprocessing step ensures the maximum
atility of the data at any later processing step. Many of the examples presented herein are much more
useful with the geocoding process, because it allows integration with other types of image data or
direct integration into a GIS. This section illustrates the charting, feature extraction, and visualization
and data fusion capabilities demonstrated with satellite imagery.
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8.7.1 Types of Color Composite Images

Color is used to present MSI data and hyperspectral data for interpretation and viewing. Many
different combinations are possible in terms of spectral bands assigned to the red, green, and blue
components of an image, be they on hardcopy film or a softcopy computer display. Table 8-2
presents a few of the more common combinations and associated product names.

Table 8-2. Band Combinations for Common Color Composite Images

Color Assigned to Spectral Band Appearance of:

Color Composite

Name Vis Vis Vis Near | SW Bare

Blue | Green Red IR IR Soil Water

Natural Color B G R Brown Dark
Blue

False-Color IR R Cyan Black

SWIR G Mag Dark

8.7.2 Image Mapping

A good example of precision correction is the image map illustrated in Figure 8-15. This image
map was produced from Landsat TM data and geocoded using the available 1:50,000-scale chart
source for the area. By precisely correcting the data, one can readily use the Defense Mapping
Agency (DMA) chart data as a backdrop for the image data or vice versa. Comparison with the chart
then allows the data to become even more useful as an intelligence tool. Since the image is more
recent than the chart, it provides an update to the DMA chart.

Interpretation of the image data with the chart now very clearly shows changes to the area since
the DMA chart was produced. New clearings and new road construction indicate the usage of the area
for licit or possibly illicit crop production. Chart information, such as location of villages, towns and
power lines in proximity to the new construction, add additional levels of useful intelligence
information.

This comparison of the newer TM data with the DMA chart data also shows clearly the ability to
use TM data to directly update the chart or to indicate charts with enough change and intelligence
priority to warrant update. An important asset then becomes the ability to use the new MSI data in
conjunction with already available and excellent cartographic information from DMA or other sources
to prioritize and complete charting projects.

8.7.3 Feature Extraction
8.7.3.1 Land Use Mapping

Information can also be extracted directly from geocoded satellite data, as shown in the previous
example, or even from uncorrected data. Figure 8-16a shows a false-color-infrared composite image
of a Landsat TM subscene acquired at Camp Grayling in Michigan. This geocoded false-color image
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Image Map Produced From Landsat TM Data. (DMA chart superimposed on image.) Th

provided by ERIM.

Figure 8-15.




Scene ID: 51293-15484 Path/Row 21/29
Scene Date: 15 September 1987 [ S ——— T
Projection: UTM, Clark 1866 Spheroid

TM Band 4=red, 3=green, 2=blue

a) False-color infrared composite image

KEY

™ Deciduous Forest
B Coniferous Forest

7] shrub

.. Bare
I Surface Water

Scene ID: 51293~-15484 Path/Row 21/29
Scene Date: 15 September 1987
Projection: UTM, Clark 1866 Spheroid
Categorized TM Data

b) Terrain categorization map

Figure 8-16. Landsat-Based Terrain Categorization, Camp Grayling, MI. This image was
provided by ERIM.
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provides useful information, but further processing with spectral categorization algorithms allows
extraction of the ground cover classes within the camp, as shown in 8-16b. This then allows an
accurate and up-to-date presentation of the land cover within the camp.

The geocoded land cover data also can be input into a GIS and combined with other data types,
such as elevation data and outputs related to trafficability. For example, the land cover data and
elevation data could be combined very effectively to allow accurate estimation of runoff characteristics
in a watershed. In addition, some of the features such as forests and water bodies can be used
individually in mapping and charting projects to quickly isolate changes and update the chart data.

Accurate up-to-date land cover information is not available for most of the world. Satellite
multispectral data are readily usable to fill this void, because of their digital nature and broad area
coverage.

8.7.3.2 Ice Type Mapping

Other types of feature extraction have also been accomplished using satellite data. Figure 8-17
illustrates the extraction of ice types in Saginaw Bay, Michigan, using the same spectral categorization
techniques that were used for land cover extraction. This type of information becomes useful in
mission planning exercises related to ship usage or missions involving underwater activities.

8.7.3.3 Water Temperature Mapping

In addition to use of the reflective spectral bands for extraction of land cover features, the thermal
band in Landsat TM has proven useful for extraction of thermal features, as illustrated in Figure 8-18.
This is an image of a power plant with hot water discharging into Par Pond at the Savannah River
facility in Georgia. The temperature of the water effluent indicates whether the plant is operational
and also provides valuable insight on the capacity of the plant.

Interpretation and analysis of thermal effects can be facilitated by fusion of the lower spatial
resolution (120-meter) thermal data with higher resolution data or features extracted from the other
Landsat bands or other sensors. Using spectral rules, the pixels associated with water were isolated
from their surroundings and their color-coded temperatures are displayed in this figure in the context
of one of the finer-resolution reflective TM bands.

8.7.3.4. Change Detection

Another type of multispectral feature extraction that has shown very high, possibly the highest,
potential is change detection. These techniques have advanced from simple single-band comparison
techniques to more complex and automated techniques that can be selective about the kinds of changes
that are detected.

Detected changes can be compared to a database or target list to determine if they are of interest.
By using spatial analysis techniques, the change can also be qualified and quantified and reported to a
database or used as output to an intelligence report.

Road construction and road improvement are important items that can have military implications.
Figure 8-19 shows a Landsat change image for an area near Kazan in the former USSR. This image
very clearly shows (in red) major construction or improvement of a road leading to an existing dam
over the Volga River. The improvements would facilitate traffic and deployment of weapon systems
in this region.
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Figure 8-17. Examples of TM-Based Categorization of Ice Types (Saginaw Bay of Lake Huron,
near Tawas City, MI). This image was provided by ERIM.
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Figure 8-19. Landsat TM Change Image Near Kazan, Russia, 31 May 85 to 2 May 86.
Changes appear in red and cyan tones.
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Because of high spectral contrast between construction activity and natural features, these types of
changes are easily discernible in TM data with their 30-meter spatial resolution. The broad area
coverage (100 x 100 nautical miles) of Landsat can provide opportunities for detection of construction
and development that could be missed by systems with higher resolution and smaller coverage areas.

Figure 8-20 shows a change image generated for a storage area in Iraq. The change image clearly
shows smoke over the recently struck known part of the facility. Also visible to the southwest is
another large storage area created between the collection of the first and second image that does not
appear to be damaged.

Satellite multispectral systems also can detect occurrences related to trafficability and natural
disaster, such as flooding. Figure 8-21 is a change image set developed for an area near St. Louis,
Missouri, that shows the extent of the flooding during summer 1993. The image is also geocoded and
annotated with coordinate information that allows exact areas of flooding to be extracted and
measured, as well as potentially being combined with other information in a GIS.

The excellent spectral coverage and the broad area coverage characteristics of satellite data ensure
their usefulness for detecting and measuring changes. Many changes of small areal extent can be
detected by these multispectral systems and, even though their type cannot be identified, they can have
utility for keying other higher-resolution sensor systems for closer analysis and coding of changes.
Pointablility is important for being able to monitor areas more frequently than the nominal repeat cycle
of the satellite orbit [e.g., SPOT and the once-planned High Resolution Multispectral Imagery
(HRMSI) sensor for Landsat 7].

8.7.3.5 Bathymetric Analysis and Mapping

Water depth or bathymetric information is often included on charts. Satellite multispectral data
have shown excellent utility as a source for bathymetric information. Water depths have been mapped
to 30 meters in clear water. Water-depth calculation algorithms make use of differences in the
absorption coefficient of water for radiation detected by the different multispectral bands.

Figure 8-22 presents an example of bathymetric information extracted from satellite data collected
by the Landsat Thematic Mapper over the Bahamas. Water depth was computed and quantized into
depth intervals. These intervals were then color-coded for display of the bathymetric information.

Figure 8-23 shows the same water depth information after it has been converted to vector form
and plotted as contour lines over a false-color rendition of the original TM data. The vector
information represents a more compact form of storage that is better oriented toward GIS.

The above types of data can be valuable in development of planning information for underwater
missions, anchorage analysis, and as tools for planning ship or landing craft exercises.

8.7.3.6 Lines of Communication Mapping

Landsat and SPOT data have also proven useful in the extraction of LOC information. Nearly
every mission planning and trafficability application requires as input roads, rails, canals, power lines,
and so forth. These data are useful to determine the types of threats that might be found for aircraft
mission planning exercises or the best corridors to navigate in determining the fastest/safest route to a
target. LOCs are also some of the most rapidly changing information and are therefore outdated
quickly on available map sheets. The satellite data provide an accurate and up-to-date source of
information that is available for virtually anyplace in the world.
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Figure 8-20. TM-Based Change Detection of Storage Areas in Irag. Cyan represents new
construction (lower left) and smoke/damage plumes (upper right). This image was
provided by ERIM.
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Landsat Satellite Thematic Mapper (TM) Change Image

0 10 Miles
Scene Dates: 15 July 86 Band 5 (Water Mask - Light Blue) ' !

18 July 93 Bands 2,4,7 (Background Image)

This Thematic Mapper change image of the St. Louis, Missouri area indicates the dramatic effects of
flooding along the Mississippi, Missouri and Illinois Rivers during the summer of 1993. TM data
(bands 7, 4 and 2) from July 18, 1993 were geometrically corrected using ERIM's Restoration
resampling technique to create the background image which shows flooded areas as dark blue.

A water mask (light blue), created using TM band 5 data from July 15, 1986 and which identifies the
rivers' boundaries during a year of average rainfall, was superimposed onto the background image.

Figure 8-21. Change Detection Mapping of Flooded Area (St. Louis, MO). This
image was provided ERIM.
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Figure 8-22. Landsat-Based Bathymetric Image (North Cat Cay, Bahamas, 30
Jun 86, Mercator Projection). This image was provided by ERIM.
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Figure 8-23. Contoured Version of Landsat-Based Depth Image (North Cat Cay, Bahamas,
30 Jan 86). Depths in feet; average error for extracted depths = 1.77 ft.;
maximum depth calculated = 42 ft.; maximum depth of field data available for
accuracy assessment = 32 ft. This image was provided by ERIM.
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Figure 8-24a shows an example of automatically extracted LOC information from TM data for an
area in North Carolina. It clearly shows the ability to extract much of the LOC network.
Figure 8-24b shows the same data after manual interpretation of the satellite data to connect the LOC
feature information. An additional step would be to attribute the feature information to include LOC
type, composition, purpose, bridges, and so forth. After completion of these steps an excellent LOC
database suitable for direct input into a GIS is complete and suitable for use in mission planning and
trafficability analysis. Higher resolution data such as SPOT or the planned 5- and I-meter systems
will allow development of algorithms and techniques to improve this application significantly, but even
the low-resolution database can suffice when only little or dated information exists for an area. This
could also be considered a first step in development of a database that can be updated in the future
with higher-resolution data sources.

8.7.3.7 Elevation Data Extraction

Figure 8-25a shows elevation data extracted from two SPOT scenes. For comparison
Figure 8-25b is an image of U.S. Geological Survey (USGS) 3-arc-second digital elevation data of the
same area. The area is located near Rapid City, South Dakota. The elevation data were extracted by
stereographic processing of data from two SPOT scenes viewing the ground from different off-nadir
perspectives. These data have been found to correlate extremely well with elevation information
digitized from the USGS quad sheet of the same area. The figure thus illustrates that stereo coverage
can be processed to accurately extract elevation information over remote areas of the world at
10-meter resolution.

Strictly speaking, one does not need multispectral data to extract elevation data. In fact, data from
the 10-meter panchromatic band of SPOT were used to create the above example. Nevertheless, the
example is included here, because multispectral sensors are being equipped with higher spatial
resolution panchromatic bands to provide such capabilities, for example, SPOT and the initially
planned HRMSI for Landsat 7. As satellite sensors become more sophisticated, with higher spatial
resolution and off-nadir pointing capabilities, both the accuracy of extracted elevation data and
requirements on precision of elevation data for the most accurate geocorrection and exploitation will
increase dramatically. Elevation extraction from satellite data themselves may become a critical tool to
support exploitation of data from these systems.

8.7.4 Visualization and Image Fusion

Landsat and SPOT data have proven of great utility in applications requiring visualization of
terrain, such as in mission planning and rehearsal projects or in the fusion of different types of sensor
data to extract the maximum information available in each sensor. The ADRI program, first
mentioned in Section 7.3.1.5, supplies high quality image information to be used in mission planning
exercises on a production basis. While present systems do not have capability to use color images,
they could be a source of improvement in the future.

SPACECOM’s MIMES facility has been supplying perspective views and image maps to bomber
crews for several years and has created a large demand for these types of products in the intelligence
community. Nearly all these products require the fusion of DMA DTED data with image data; this is
necessary in order to produce image maps using off-nadir SPOT images or TM scenes collected in
high terrain areas.
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a) SPOT-derived elevation map b) Level II USGS DEM (3 arc seconds)

Figure 8-25. Comparison Between SPOT-Derived Terrain Elevation Data and USGS DEM
Data. This image was provided by ERIM.
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Figure 8-26 presents a perspective view image created near Las Vegas, Nevada, looking toward
Lake Mead. The data combine DMA DTED for elevation information with image data from three
separate sensor systems to achieve a very high quality, accurate representation of the terrain. High-
resolution SPOT data were used in the foreground, Landsat TM data in the mid-ground, and AVHRR
data in the background. This is an advantage over systems that only use one input data type to create
a perspective view, since in them each individual output pixel may require anywhere from less than
one to many input data cells. By using data at three different resolutions, the appropriate data type
was used to create the best spatial and spectral resolution for each output cell. In addition to creation
of single perspective views, these techniques have also been used to produce spectacular terrain
fly-throughs that give the sense of flying over the terrain in whatever aircraft is being simulated.

Figure 8-27 illustrates a data fusion application that combines most of the products and techniques
noted above. A database was created in a GIS that contained the 1 degree x 1 degree ADRI product
for this area near Eglin AFB in Florida. TM data were processed and land cover information
extracted, as shown in the upper right. LOC information was obtained for the area. The GIS was
then used to process each of the layers to produce products related to mobility impedance (upper left)
and relative travel time from two possible landing spots on the beach (lower left). Finally least-cost
paths were computed from those points to several different locations on the base (paths are shown in
red on the lower right image), against the backdrop of an ADRI image. These calculations can be
modified to adjust for using different vehicles or different parameters of operation. Additionally, the
ADRI 10-meter panchromatic data were fused with the TM data to produce a natural color 10-meter
image simulation (not shown). This simulation was then used to produce perspective views with
various aircraft operating parameters over the region.

Commercial multispectral satellite data’s major drawbacks are typically weather, revisit time, and
spatial resolution. These are offset by their advantages of broad area coverage, spectral diversity, low
cost, historical coverage, and diversity of applications, which make them tools that should be
considered for most intelligence problems and many defense applications now and in the future.
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Location: N 115.0752 W 36.2672
Elevation: 3200 m HDG: 120 Depression Angle: 5 degrees

Figure 8-26. Multisensor Perspective View, Using Data From SPOT, Landsat TM, and
AVHRR Sensors (Lake Mead, NV). This image was provided by ERIM.
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Appendix A: Materials Phenomenology

Al Purpose

A variety of applications have long shown the usefulness of multispectral techniques at
the visible through shortwave infrared wavelengths (0.4 to 2.5 pm). More recent needs have
prompted an interest in the applicability of multispectral techniques to the thermal infrared
(2.5 to 14.0 um). Unfortunately, the physical phenomenology of materials in the thermal
infrared is not well understood. This appendix is a first step in deepening our understanding of
the sources of spectral features in the thermal infrared. It begins with a brief review of the
physics describing the optical properties of materials and is concludes with a series of short
sections providing brief spectral analyses of several interesting materials like soils, road mate-
rials, vegetation, camouflage nets, and paints.

A.2 Background Material

The following section is a short review of some quantities important in describing the
optical properties of materials. It is not intended to be a thorough treatment of optical wave
theory but instead is presented to quickly reacquaint the reader with some important aspects of
the subject.

A.2.1 Complex Index of Refraction

Probably the most fundamental quantity commonly used to describe the optical proper-
ties of a material is the complex index of refraction. For a homogeneous medium devoid of
solutes the complex index of refraction is all that is needed to specify the material’s reflec-
tance, transmittance, and absorptance. The complex index of refraction also describes the
material’s spectral characteristics since it is a function of frequency. Of particular interest are
the special resonant frequencies of a material where the index of refraction undergoes dra-
matic changes.

In electro-magnetic wave theory, the time harmonic form of Maxwell’s equations can be
written:

VXE = —jouR (A-1)
VxR = (c+joe)E = joee E (A-2)
where

E = the electric field vector
B =the magnetic field vector

o =frequency
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L =the magnetic permeability of the medium

g€ = the electric permittivity of the medium

6 = the conductivity of the medium

g, = the permittivity of free space

g =g —je" =the complex relative permittivity (complex
dielectric constant)

g = ei = the real part of the complex relative permittivity
g = 2 =the imaginary part of the complex relative
wE, permittivity.

These equations have been written for an isotopic homogeneous medium with the scalar quan-
tities |1, €, and €, . An extension to anisotropic materials can be made by making these scalar

quantities into tensors.

We can relate the complex dielectric constant, €,, to the complex index of refraction, N,
by:

g = N° (A-3)
where

N =n-jx
n = the real or dispersive part |

K = the imaginary or absorptive part. ’

The real and imaginary parts of the dielectric constant are related to the index of refraction by:
g =n-x* (A-4)

g" = 2nK. (A-5)

From the absorptive term (k) comes a very useful result called the absorption coeffi-

cient. We can derive the abs%)rptmn coefficient by writing the complex propagation constant
(k = Nk,) as (where k, = - is the propagation constant of free space and c,, is the speed

of light) 4

k=k- j%‘ (A-6)




. .. T N .
and, since by definition k£ = o , WE can write:
[

o _ o, . i
k*JE = - (n—jx) (A-7)

[
where

_ 20K _ 4K

co [4]

o = the absorption coefficient.

A more physical understanding of the absorption coefficient can be found in the deriva-
tion of Beer’s law. We can write the scalar electric field as:

E=Egd" " (A-8)

and using our definition of the propagation constant k we can write:

o
—_2
E=Ee’ ™" (A-9)

The irradiance of the optical wave is related to the electric field strength by:

I = %scIEIZ | (A-10)

giving:
1= secEe™ A-11)
and defining
_ 1 £ |

I, = 3ecE, (A-12)
we arrive at Beer’s law with:

I=1e¢% (A-13)

The exponential term in Beer’s law is actually just the transmittance of the material after
propagating a distance z through it. Thus we see that the absorption coefficient provides a
quantitative description of the rate at which energy is absorbed in the medium.
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A.2.2 The Lorentz Model

The complex index of refraction is a function of frequency and it undergoes rather dra-
matic changes near certain resonant frequencies characteristic of the medium. These reso-
nances are due to electronic, vibrational, and rotational quantum transitions within the
medium. The physical reasons for these transitions will be discussed later. It would take a full
quantum mechanical approach to rigorously model the full optical behavior of materials near
resonance. Fortunately, there is a classical oscillator model, the Lorentz model, which accu-
rately predicts both the dispersive and absorptive properties of the index of refraction near res-
onance. In this section we will briefly describe this model since it will help us to better
understand the observed optical properties of some materials.

The presence of an electric field in a medium forces the electrons in that field to oscil-
late. Since the electric field is an AC field, these oscillations will be seen as an alternating
induced polarization in the medium. Under such conditions the electrons behave as a system
of coherent oscillating dipoles which reradiate the incident energy.

We can write the equation of motion for a forced, damped harmonic oscillator as:

mi = —eE (1) —myX—Kx (A-14)

where m is the electron mass, € is the electronic charge, v is the damping coefficient necessary
to make the Lorentz model accurately predict absorption, and K is a restoring force spring
constant needed to model the bound nature of electrons and atom-to-atom bonds. The resonant
frequency of such a classical oscillator is given as:

- K .
wo‘»j; (A-15)

This permits us to write the differential force equation as:
" R 2 e jot
Z+yi+ox = —E¢ (A-16)
with the solution of this equation given as:
( eEo)
x(t) =x % = | — 22|/, (A-17)

2_ ol
02— +joy

Now if we briefly return to classical EM theory we know that the relationship between
the electric displacement vector D , the electric field B , and the polarization B , 1s given as:

D=¢E+P =¢E (A-18)




In addition, we can write the polarization as:
P=¢jxE (A-19)

where % is the complex electric susceptibility givenas } = ' —jx" . This permits us to write
the electric displacement as:

D=c¢[1+%]1E = €E. (A-20)

The relative complex dielectric constant becomes:

g, =1+Y% (A-21)

giving:
€ =n'-x’ =14y (A-22)
' =2nk = y". (A-23)

Now if we return to our solution to the classical oscillating dipole model we find that the
dipole moment for an individual oscillator is:

p(t) = —ex(1). (A-24)
The material’s macroscopic polarization is:
P(t) = Mp(t) = -Mex (1) (A-25)

where M is the number of oscillators per unit volume. Analogously, we can equate the electric
field polarization with the classical macroscopic polarization, giving:

—Mex (1) = e XE (A-26)
Using Equation (B-17), we can now write the electric susceptibility as:
me ()
3 £ (A-27)

X = AT >
((03-(0)+]0)’Y (mﬁ-m)ﬂmy

where o, is the plasma frequency of the medium, the significance of which will be described
shortly.
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What we really want to know though is how the complex index of refraction behaves
near resonance. One can show that for frequencies close to the resonant frequency @, i.e., for
|o, - ®] « @, we can write:

1 4w,
n((o)==1+§x'~1+ -y (A-28)
oo+(3)
2
oY
1 8w,
K(w) = ix“ = (A-29)

where n(®) describes the dispersive characteristics of the medium near resonance and
k() describes the absorptive characteristics near resonance. An illustration of these quanti-
ties can be found in Figure A-1. The two most important things to note here are the enormous
increase in the absorptive term near resonance and the large rate of change of the real part of
the index of refraction near resonance.

Anomalous Dispersion
Near Resonance

Normal
Dispersion

n(w)

-
®

A

Figure A-1: The Lorentz Model of the Complex Index of Refraction at Resonance.

We have just derived a model which describes the behavior of the complex index of
refraction near resonance. Almost all materials have more than one resonant frequency
though. Many materials will have several fundamental resonances and each fundamental reso-




nance may be accompanied by a series of overtone resonances. We can write a relation for a
material with M resonances (absorption bands) as:

M
g, =N = 1+m§2( f; ) (A-30)
: ( )‘j"’“/i

where f; is the oscillator strength of the ith transition resonance with 0 <f; <1 and

M
Yfi=1 (A-31)

i=1

Thus we now have a mathematical model, the Lorentz model, which can describe the optical
properties of even highly complex multi-resonant materials. Unfortunately, this version of the
Lorentz model works only for non-conducting dielectrics.

A.2.3 An Extension of the Lorentz Model for Metals

The original Lorentz model was derived for non-conducting dielectrics. In dielectrics
the energy band gap between the valence band and the conduction band is large enough to
restrict the vast majority of electrons to their atom-to-atom bonding sites. As an optical wave
strikes the dielectric, the electrons will oscillate but are not free to roam the material.

Conducting metals are different in that they have essentially no energy band gap
between the valence and conduction bands. Thus the electrons are free to roam the metal’s
crystal lattice. This accounts for the large conductivity of metals.

To extend the Lorentz model to conductors we will need to drop the restoring force term
in the oscillator equation of motion, i.e., @, = 0. This is done because the electrons are free
and there is no restoring force constraining the electrons to their bonding sites. In addition, we
also need to define a relaxation time T of the conducting metal as:

T == (A-32)

The relaxation time describes how long the transient current induced by the electric field
remains. Thus the relaxation time is related to the current density 7 by:

t

T = 7,,e7. (A-33)

Typical relaxation times for metals are on the order of 10713 seconds.




To convert the electric susceptibility for dielectrics to one for metals, all we need to do is

set @, equal to zero and replace ¥ with 1 This gives the electric susceptibility for metals as:
1T

2
mp
2 .0
—eHg (A-34)

x =

with the real and imaginary parts of the dielectric constant as:

2.2
' 2 2 OpT
g =n(-x () =1- 53 (A-35)
l+o1
and
2

2"
€' (®) = 2n(0)K(0) = —. (A-36)

1+t

We can now see the significance of the plasma frequency ®, . At the plasma frequency,
ie.at ® = o , the real part of the dielectric constant for metals is nearly zero and this means
that the dispersive and absorptive terms of the index of refraction are equal (7 (®) = x(®) ).
For frequencies above ®_ the metal becomes transparent because the frequency is too high for
the metal to respond to it and therefore there is no resonance. For frequencies below the
plasma frequency (longer wavelengths), the real part of the dielectric constant becomes very
small and the absorptive term K dominates over »n. In this regime metals are highly attenuat-
ing, i.e., the transmittance is zero, and as a consequence they are also highly reflecting. The
frequencies of interest to us are all below the plasma frequency. So for our purposes metals are
always highly absorptive and highly reflective.

A.2.4 Resonant Absorptions

‘The absorption features of solids and liquids in the 0.4-14.0 pm wavelength range are all
due to electronic and/or vibrational energy transitions at resonant frequencies. Rotational
energy transitions do not play an important part until the millimeter wavelength and micro-
wave frequency regimes. Spectral absorption features in the wavelength range of 0.4-2.5 um
are due to electronic energy transitions. At longer wavelengths the photon energies are too
low to excite electronic transitions so vibrational transitions dominate the 2.5-14.0 pm absorp-
tion features. There is some overlap however and in particular many overtones and combina-
tions of strong fundamental vibrational resonances occur below 2.5 pm. We will mainly
concentrate on the causes and types of vibrational absorption resonances since we are prima-
rily interested in spectral features above 2.5 pum.

The vibrational molecular bonds within a material can couple with an incident optical
wave if the following two conditions are met: 1) the vibrations of the molecule must produce
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an oscillating net dipole moment so there can be an electrical interaction between the mole-
cule and the field, and 2) the frequency of vibration of the molecule must match that of the
optical wave. Homonuclear diatomic molecules, like H,, Nj, and O, can not meet the first
requirement since they all have a zero dipole moment for any bond length. For this reason this
type of diatomic molecule can never interact with an optical wave to create spectral absorp-
tion features. Condition two is not usually met at a broad continuum of wavelengths due to the
quantum nature of the vibrational energy transitions. The successful coupling of the molecular
vibrations and the optical wave results in a dramatic attenuation of the wave. A large portion
of the optical wave’s energy is transferred directly to the molecule in the form of heat or sub-
sequent re-emission.

The molecular complexity of materials plays a very large part in the number of absorp-
tion features seen. Simple pure, elemental materials, like intrinsic silicon, tend to exhibit a sin-
gle, but very strong, fundamental vibrational resonance. The perfect homogeneous nature of
the atom-to-atom bonds limits the material to a single fundamental resonance. This fundamen-
tal resonance may however have overtones which provide additional, but weaker, absorption
features. The introduction of impurities or imperfections in the crystal lattice changes the
nature of bonds within the material and allows for more fundamental resonances with subse-
quent overtone and combinational resonances. Complex giant molecular materials, like poly-
mers, can possess dozens of fundamental, overtone, and combinational resonances due to the
large diversity of bond types within the material.

A.2.5 Atmospheric Absorption Bands

Care must be used when trying to uncover the cause of spectral features in remotely
sensed radiance data. The intervening atmosphere will impart its own spectral signature which
is independent of the desired target surface properties. The atmospheric absorption bands are
well known and Figure A-2 provides plots showing the absorption band locations and the
molecules causing them. ‘

For the wavelength range of 2.5-14.0 pm, water has important absorption bands at 3 um
and 5-8 pm. In the 3 to 5 pm atmospheric transmission window there are spectral absorption
features due to CO,, O3, N;O, CHy, and CO. In the 8.0 to 14 pm atmospheric transmission
window there are spectral absorption features due to CO, and a larger feature due to O5. The
presence of these absorption features should always be kept in mind when dealing with
remotely sensed data.
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Figure A-2: The Atmospheric Absorption Spectral of Several Molecular Species [A.18].

A.3 Homogeneous Solids and Liquids

A3.1 Crystalline Materials

Essentially all metals, a major fraction of ceramic materials, and certain polymers pos-
sess a crystalline atomic structure when in solid form. A crystal is any material possessing a
basic atomic structure, called a crystal unit cell, which is exactly replicated in 3-dimensional
space. Crystals are thus highly periodic and exhibit long range order.
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The fundamental unit cell structure takes on different geometries depending on the
material type. The interconnected sum of many unit cell structures builds up what is called the
crystal lattice. It is the crystal lattice geometry and the internal atomic bonds which deter-
mines the strength, and spectral wavelength location, of resonant absorption features in crys-
tals.

Resonant absorptions can be very strong in crystalline materials. This is because of the
highly periodic and uniform nature of pure crystalline materials. A resonant absorption which
can occur because of atom to atom bonds in any single unit cell will also occur in all other unit
cells. Thus the whole crystal, not just an isolated portion, experiences the same electronic or
vibrational transitions at resonant frequencies. The introduction of impurity atoms or defects
in the crystal lattice will tend to reduce the strength of fundamental resonances, but also may
introduce new resonant absorption features.

Crystalline solids possess two chief sources of absorption in the visible to infrared: 1)
lattice vibrations, and 2) electronic transitions. For most materials there is a wide spectral win-
dow that exists between the limits of strong electronic absorption and strong vibrational
absorption. In this window many pure solids are transparent.

There can however be residual absorption features in this transmissive window due to:
1) defects and impurities in the material, 2) multiphonon vibrational processes which induce
overtones and combinations of the fundamental vibrational resonances, and 3) vibrational
phonon assisted electronic transitions which occur close to the long wavelength side of the
strong electronic absorption region.

In this section we will concentrate on the optical properties of some relatively simple
materials. This will permit us to build an understanding which will aid in the later examination
of more complex inhomogeneous materials.

A3.11 Metals

Uncoated metals are of interest to us since they often constitute the basic structural
material of targets. The lattice unit cell configurations for metals differ based on the type of
metal. Aluminum for instance has a face centered cubic (FCC) unit cell arrangement and tita-
nium has a hexagonal close-packed (HCP) structure. The unit cell geometry and density, and
the atom to atom bond strengths, determine the spectral location of the metal’s plasma fre-
quency and absorption features. At wavelengths above the plasma wavelength, metals are
highly absorptive and thus are also highly reflective. Below the plasma wavelength metals
become transparent.

Figure A-3 displays the complex index of refraction of aluminum as a function of fre-
quency [A.12]. There is an absorption feature at 0.8 pm which leads to a pronounced drop in
the reflectance of the crystalline aluminum. This feature is a strong interband transition due to
the transition of electrons from a previously occupied conduction sub-band to another unoccu-
pied conduction sub-band. Notice that at the infrared wavelengths the absorptive term is
between 5 to 10 times as large as is the dispersive term. The high absorption of metals in gen-
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eral makes them very opaque and highly reflective at the infrared wavelengths. The reflec-
tance is solely due to first surface reflections because the transmittance is essentially zero.
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Figure A-3: The Complex Refraction Index of Crystalline Aluminum [A.12].

Figure A-4 provides directional hemispherical reflectance measurements of some metal
samples. These measurements have been taken from the SAL database of spectral reflec-
tances. The reflectance scale of this figure has been broken in order to display multiple materi-
als with comparable reflectances on the same plot. The sample labeled 0014UUUALM is a
piece of oxidized aluminum. Sample 0112UUUMTL is presumed to be a clean aluminum
plate. And sample 0332UUUMTL is an unpolished block of gray metal of unknown type. In
all three cases the absorption features seen at 3, 6, 7, and 9 pum are either due to surface con-
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taminants, impurities in the metal lattice, or moisture. A surface oxide layer (Al;05) is not
expected to cause any of the features below 6ym since the oxide of aluminum is highly trans-
parent from 0.18 to 6 pm [A.12]. The strong features at 3 wm and 6 pm are presumably due to
water absorption resonances from moisture trapped at the metal’s surface. The overall lower
reflectance of the unpolished gray metal block is due to a reduction in the first surface reflec-
tance. The roughness of an unpolished surface leads to surface scattering and increased

absorption by the metal.
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Figure A-4: The Hemispherical Spectral Reflectance of Three Metal Samples*.
Sample 0014UUUALM — oxidized aluminum
Sample 0122UUUMTL — a clean polished aluminum plate
Sample 0332UUUMTL — an unpolished block of steel.
*[Taken from the SAL spectral database]
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A.3.1.2 Ceramic Crystals

Ceramic crystals are of interest since many naturally occurring rocks and minerals con-
tain large concentrations of ceramic crystals, like quartz (Si0,) and other silicates. Also, there
is interest in producing new paints with ground ceramic crystals, like gallium arsenide
(GaAs), as solutes with which to tailor the paint’s spectral properties in the infrared.

Figure A-5 shows the complex index of refraction for crystalline (type alpha) silicon
dioxide (SiO,) [A.12]. The very strong absorption at about 9 um is due to the asymmetric
stretches of O-Si-O and Si-O-Si bonds within the SiO, crystal lattice. The somewhat weaker
absorption band at about 13 pm 1is due to the symmetric stretches of the Si-O-Si bonds.
Finally, there is a second symmetric Si-O-Si stretch at about 21 pm.
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Figure A-5: The Complex Index of Refraction of SiO,. a) Type alpha crystalline silicon
dioxide (SiO,) and b) Amorphous silicon dioxide (Si0,) (Glass) [A.12].
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All of these spectral features will result in large first surface reflections and a peak in the
spectral reflectance at resonance. This is because at each resonance the absorption increases as
much as three orders of magnitude making the SiO, material opaque. The bulk refiectance
term is zero because of this total loss of transmittance. At the same time the dispersive part of
the refractive index is undergoing a very dramatic change itself, creating a large index mis-
match between the crystal and air. This mismatch, coupled with high absorption, leads to a
large increase in the first surface reflectance. This reflectance feature is often called the rest-
strahlen band.

Many ceramic crystals can also be found in an amorphous glass state. Glasses are non-
crystalline because they lack the repetitive structure and long range order of crystals. Com-
mercial glasses are commonly silicates (SiO,).

The glass form of many materials is interesting because it has different spectral qualities
than its crystalline counterpart. Figure A-5 also shows the complex index of refraction for
amorphous quartz (SiO,) [A.12]. Amorphous glasses have their absorption features centered
at the same wavelengths as their crystalline cousins. However, the peak absorption in amor-
phous form is typically more than an order of magnitude less than the crystal’s. On the other
hand, glasses have much broader absorption spectra than do crystals. Figure A-6 shows the
absorption coefficient for both crystalline and amorphous SiC. It is interesting to note that the
total area under the absorption spectra for amorphous and crystalline materials are almost the
same [Palik, 1985]. The reason for absorption band widening is because in the less ordered
amorphous state of glass the selection rules for the allowed quantum transitions are relaxed.
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Figure A-6: The Weakening and Broadening of an Absorption Resonance in
Amorphous SiC [A.12].
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The introduction of defects and impurities into the crystal lattice strains the lattice and
affects the absorption spectra. The introduction of defects and impurities creates new atom to
atom bonds, new lattice vibrational resonances, and thus completely new absorption features.
Defects and impurities also weaken and broaden previously existing fundamental resonances
due to another relaxation in the transition selection rules.

A.3.2 Liquid Water

Water is a major component of any plant. Typical green leaves are between 50% and
75% water by weight [A.4]. Even dry woody plant material is usually 5% to 10% water by
weight. Thus, in order to understand the spectral properties of plants, it is imperative to under-
stand the spectral properties of water.

Water is extremely transmissive (non-absorptive) between 0.4 to 0.8 pm. Figure A-7
shows the absorption coefficient of pure water in the wavelength range 0.32-2.50 pm [A.18].
Absorption bands in liquid water are caused by transitions of vibrational states of water mole-
cules in the thermal infrared. There are 3 fundamental vibrational resonances that occur in lig-
uid water between 0.4 to 14.0 pm. The fundamental resonances occur because of vibrational
stretches of the H-O-H molecular bonds. The fundamental resonance with lowest frequency
occurs at 2.9 pm. The other two fundamental resonances occur at 3.11 and 6.08 um and can
be seen in the infrared hemispherical reflectance of water plotted in Figure A-8. The absorp-
tion bands near 1.88, 1.38, 1.14, and 0.94 um are all overtones and combinations of these fun-
damental vibrational resonances [A.2]. These overtones and combinations have lower
transition probabilities and therefore successively weaker absorption bands than the funda-
mental.

Water is essentially opaque to IR radiation longer than 2.5 pm. In fact, few liquids have
absorption coefficients of the same order of magnitude. Consequently, a water layer as thin as
0.1mm is enough to completely absorb any radiation in the wavelength range of 3.0-14.0 um.
In this range, and for such a thin layer, there is no significant difference in the absorptive prop-
erties of pure distilled water and sea water [A.18]. Figures B-9 through B-11 show the trans-
mittance, index of refraction, reflectance, and absorption coefficient all as functions of
wavelength for sea water. Note the anomalous dispersion characteristics, predicted by the
Lorentz model, in the index of refraction and reflectance curves.

The high absorption coefficient of water at the thermal infrared wavelengths means that
even the thinnest layer of moisture on an material can dramatically alter the spectral reflec-
tance or emissivity of that material. Figure A-11 suggests that an absorption coefficient of 300
cm™! is a reasonable estimate for wavelengths above 3.0 um. Using this absorption coefficient
we find that a very thin moisture layer of 10 pm provides a one way transmittance of 74% and
a two way transmittance of 55%. Thus a 10 pm thick moisture layer is enough to reduce the
measured reflectance of the material by a factor of two. In addition, the spectral properties of
the moisture covered material would be altered by the spectral properties of water. A 100 um
thick layer is enough to reduce the measured reflectance by a factor of 400. Actually the pres-
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Figure A-7: The Absorption Coefficient of Pure Water [A.18].
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Figure A-8: Hemispherical Spectral Reflectance of Water [A.14].
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Figure A-9: Transmittance and Reflectance of 0.002 cm of Sea Water [A.18].
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ence of a 100 um thick moisture layer means that we would be effectively measuring the sur-
face reflectance of only the water. Fortunately low concentrations of water, like dew, tend to
accumulate on natural materials in small droplets. In this case the measured reflectance would
be a mixture of the opaque water and the exposed material surfaces.

In summary, we see that water is highly transparent (non-absorptive) in the visible and
contains strong absorption bands due to fundamental resonances at 2.9, 3.11, and 6.08 pm.
These resonances have overtones and combinations that create the weaker absorption bands at
0.94, 1.14, 1.38, and 1.88 um. The absorption coefficient of water for wavelengths above
2.5 um is so high that the water is essentially opaque and the directional hemispherical reflec-
tance varies only between about 0.5% to 4.0%. No volume scattering occurs in water at wave-
lengths above 2.5 um, even in the presence of heavy solutes, because of this extreme
absorption.

A.4 Complex Inhomogeneous Solids and Liquids

A.4.1 Minerals

Minerals are by far the best understood materials for the physical basis of their absorp-
tion characteristics in the thermal infrared. For a quarter century, scientists have understood
the usefulness of remote sensing for the location and classification of minerals.

The absorptive characteristics of minerals are due again to electronic and vibrational res-
onant transitions. The electronic transitions occur purely below 2.5 pm. Electronic transitions
can potentially provide information useful in detecting the presence and nature of particular
ions and in detecting defects in specific crystal lattice locations. Unfortunately, the interatomic
bonds of the most common constituents in rocks and minerals, Si, Al, and O, do not contribute
to electronic absorption features. Most features in this wavelength range are due to the
hydroxyl ion and carbonates. The hydroxyl ion provides absorption bands at 1.4 and 2.77 pum,
with additional bands at 2.2 pm, when combined with aluminum, and 2.3 pum when combined
with magnesium. The carbonates produce multiple absorption bands at 1.9, 2.0, 2.16, 2.35,
and 2.55 pm. There is an additional lattice overtone feature at 1.6 im due to the bond stretch-
ing of layered silicates like clay and micas. Figure A-12 summarizes the location and cause of
absorption features seen in this wavelength region.

The spectral features of minerals in the mid-infrared (2.5-5.0 pm) is less understood.
This is because technology has found it more difficult to provide sufficient SNR in this spec-
tral region and signature analysis is complicated by the additional solar reflected radiation.
Thus this wavelength region has received less attention.

In the mid-infrared (2.5-5.0 pm) most minerals are significantly transmissive. This
means that a bulk reflectance component exits and absorption features manifest themselves as
reflectance minima. The spectral features present in this wavelength range are useful in the
detection of carbonates, sulfates, and nitrates. Figure A-13 provides spectral reflectances for
calcium carbonate, hydrous calcium sulfate, sodium nitrate, and silica sand [A.10]. Carbon-
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ates display important absorption features at 3.5, 4.0, and 4.7 um. The 3.5 and 4.0 pm features
are thought to be overtones of a strong C-O fundamental stretch. Sulfates produce absorption

bands at 3.0 and 4.5 um. The 3.0 um absorption band of hydrous calcium sulfate is primarily
water absorption. Nitrates are normally found in arid regions and possess absorption features
near 3.6, 4.0, 4.8, 5.3, and 5.7 pum. Silica has a very prominent absorption feature near 4.7 um
which is probably an overtone to the well known reststrahlen absorption at about 9 um. Even
with these examples, most mineral spectral in this wavelength range are quite featureless
[A.13].

The spectral features found in minerals at the longwave infrared (8-14 pm) are some of
the most dramatic known. Spectral features in this wavelength region are the result of vibra-
tional (bending & stretching) molecular motions, with the most intense spectral features
resulting from the excitation of fundamental resonant modes.

Silicates are the most abundant of the fundamental building blocks that form rocks. The
nature of the Si-O bonds in silicate minerals causes the fundamental vibrational absorption
resonances, called the reststrahlen bands, that dominate the spectral features of geologic mate-
rials past 8.0 um. Actually the reststrahlen band is an overlap of multiple allowed asymmetric
0-Si-0, Si-0-8i, and O™-Si-O" stretches and symmetric O™-Si-O stretches. At the reststrahlen
resonances the absorption is so high that the silicates become opaque and the reflectance is
purely first surface. For this reason the reststrahlen resonances are seen as reflectance peaks
and emissivity minima.

Silicate minerals divide themselves into 6 categories base on their Si-O bonds between
adjacent SiOy, tetrahedra. The tektosilicate class experience bonding between all 4 oxygens in
the tetrahedra. Examples of tektosilicates are quartz (SiO,) and feldspars. The phyllosilicates
share 3 oxygens between tetrahedra in a sheet structure with the mineral muscovite being an
example. Inosilicates are seen as chains formed by the sharing of 2 or 3 oxygens between tet-
rahedra. Cyllosilicates share 2 oxygens in a ring structure. Sorosilicates possess a double tet-
rahedra structure created by sharing one oxygen between tetrahedra. Finally olivine and
garnets are examples of nesosilicates which are composed of isolated tetrahedra having no
shared oxygen atoms. Figure A-14 shows examples of these various silicate structures with
the effect they have on absorption band location and strength.

The reststrahlen band shifts its spectral location based on the percentage of silicate con-
tained in the material. Figure A-15 shows the spectral emissivity of various minerals. The
reststrahlen band emissivity minima (or reflectance maxima) moves from lower to longer
wavelengths (approximately 9 to 10.5 pm) with decreasing silicate content. This can be a use-
ful feature in the classification of mineral types.

Other features that can be seen at these wavelengths are the Christiansen peaks and an
H-O-Al fundamental resonance which occurs near 11 pm. Figure A-16 summarizes all the
sources of resonant absorptions from 8 to 14 pm and beyond.
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Figure A-17: Spectral Transmission for Some Common Nonsilicate Minerals [A.16].

The Christiansen peak is an increase in transmittance of the material due to a near equal
match in the index of refraction for both the material and air. Its effect is made more pro-
nounced by the fact that it occurs just before the strong reststrahlen absorption. Figure A-14
has up arrows pointing to the Christiansen peak transmissions.

Nonsilicate minerals also exhibit spectral features in the 8-14 um. region, although these
features are less dramatic than the reststrahlen silicate feature. Figure A-17 displays transmis-
sion spectra which show the absorption features of some nonsilicate minerals. As examples,
calcite has 3 absorption features at 7, 11.5, and 14 pm which come from internal vibrations of
the carbonate ion, and kaolinite has an H-O-Al bending resonance near 11 pm.

It should be noted that the atmosphere provides absorption bands at 4.3 um (CO,),
4.7 um (N,O), and 9.6 pm (O3) which will interfere with the material’s spectral features. This
must always be remembered when working with remotely sensed reflected or emitted radia-

uon.

A4.2 Soils
It is important to understand the spectral properties of soils because they are a major
component of any natural background. This section will discuss the physical basis for spectral
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features of soils in the thermal infrared. Much of the spectral analysis and all of the soil exam-
ples and accompanying mineral analyses have been extracted from the SAL spectral database.

Loams are soils consisting of varying proportions of clay, silt, and sand. Clay is com-
posed mainly of fine particles of hydrous aluminum silicates and other minerals. Silt, which is
sediment from rivers and lakes, is composed of very fine grain minerals and is usually rich in
organic materials. Sand is usually primarily quartz, however some sand, like the sand found at
White Sands, New Mexico, is almost pure gypsum.

Many different soils share common spectral features from common constituents like
water, hydrocarbons, carbonates, and silicates. The strength of these features depends on the
varying concentration of each constituent. Most spectral absorption features in the 3 to 5 pm
wavelength region show up as reflectance minima due to the presence of a large bulk reflec-
tance component in most soils. Absorption features in the 8 to 14 um wavelength region usu-
ally show up as reststrahlen reflectance maxima due to the lack of bulk reflectance in most
soils.

One common feature seen in all soil types is the strong water absorption band at 3 pm.
In addition many soils contain varying amounts of hydrocarbons from organic materials.
Hydrocarbons contribute absorption features at 3.42 and 3.5 pm due to the stretching of the C-
H molecular bonds. The presence of minerals like kaolinite, muscovite, and smectite lead to
distinguishable hydroxyl features near 2.71 and 2.76 um. Calcite contributes to various
absorption features at 3.36, 3.47, 3.98, 4.68, and 5.57 pm. Finally, the silicate quartz, which is
found in almost all sand bearing soils, produces various spectral features from 4 to 14 pm.
Combination and overtone features of the strong fundamental quartz reststrahlen bands
located from 8 to 12 um show up as numerous reflectance minima features from 4.5 to
6.0 um. The strong reststrahlen features themselves show up as a doublet at 8.3 and 9.0 pum,
often seen primarily by the dip between peaks, and a doublet located at about 12.6 pm which
has been called the alpha quartz doublet.

Table A-1 provides the loamic composition of several soil samples for which hemispher-
ical spectral reflectances exist in the SAL spectral database. These samples were selected to
display the diversity of spectral features of soils in the SAL database.
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Table A-1: The Loamic Composition of Selected Soils from the SAL Spectral Database

Percentage of

Database ID Sample Location Clay Silt Sand Soil Description

0146UUUSOL  Smith Co, TX 23 199 77.8 Brown sandy loam
0227UUUSOL  Yancey Co, NC 99 142 759 Brown sandy loam
0138UUUSOL Klickitat Co, WA 2.7 29 68.3 Brown gravelly fine

sandy loam
01270UUSOL  Kenai-Cook NA NA NA  Organicrich reddish
Inlet, AK silty loam
0213UUUSOL Nez Perce Co,ID 303 634 6.3  Grayish brown silty
loam

0148UUUSOL - Dona Ana Co, 184 719 9.7  Reddish tan silty loam
NM

0226UUUSOL Howard Co,MD 25.7 30.7 43.6 Darkbrown
micaceous loam

0429UUUSOL NA NA NA NA Light brown
indurated clay soil

0149UUUSOL White Sands, NM 0 0 100 White gypsum sand

Figure A-18 shows the hemispherical thermal reflectance of some sandy loam soils.
Sample 0146UUUSOL is a light brown sandy loam taken from Smith County, Texas. The silt
and sand mineralogy for this sample was measured as 94% quartz, 4% aggregate (gravels),
and 2% K-feldspar. The high silicate content produces a very strong quartz reststrahlen dou-
blet at 8.3 and 9.0 um, a strong alpha quartz doublet at 12.6 pm, and various reststrahlen over-
tones and combinations from 4.5 to 6.0 um. The silicate features seen in this sample are
among the strongest spectral features seen in any material in the thermal infrared. In addition,
the C-H bond stretching of hydrocarbons contributes to minor features seen at 3.42 and
3.5 um. There is a strong 2.76 pm hydroxyl band that probably indicates the presence of mus-
covite of kaolinite in the aggregate.

Sample 0227UUUSOL is also shown in Figure A-18. This sample is a brown sandy
loam taken from Yancey County, North Carolina. The clay mineralogy was determined to be
mica, vermiculite, kaolinite, and goethite. The silt and sand mineralogy was determined to be
50% quartz, 24% muscovite, 17% biotite, and 7% other. The presence of muscovite accounts
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for a hydroxyl band at 2.76 pm. Hydrocarbon C-H absorption features due to clay can be seen
at 3.42 and 3.5 pm. The quartz features are significantly subdued compared to the previous
sample 0146UUUSOL. This is because of its lower quartz content. A third reststrahlen feature
is present below 10pm. This feature is at 9.62 pm and is due to the mineral muscovite.
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Figure A-18: The Hemispherical Spectral Reflectance of Some Brown Sandy Loam Soils.
[Taken from the SAL spectral database.]

Finally, Figure A-18 also shows a brown gravelly fine sandy loam soil titled sample
0138UUUSOL. This loam was collected in Klickitat County, Washington and has a measure
silt and sand mineralogy of 40% weathered aggregates, 24% glass coated grains, 19% glass
aggregate, 10% quartz, 7% plagioclase, and 1% tourmaline. The high amorphous glass con-
tent and the corresponding low crystal silicate content serve to almost completely erase all
reststrahlen features beyond 5 pm. Only faint overtones and a very weak reststrahlen doublet
at 8.3 and 9.0 pm can be seen. Organic matter in the silt contributes to the C-H bands seen at
3.4 and 3.5 pm. The low clay content is responsible for the missing hydroxyl band at 2.76 pm.
In summary, Figure A-18 shows the great diversity in spectral content that can be seen even in
a single class of soils such as sandy loams.
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Figure A-19 shows the hemispherical reflectance of some silty loam soils. Sample
01270UUSOL is a reddish brown organically rich silty loam taken from Alaska. Clay miner-
alogy measurements show the clay mineral content to be non-crystalline. The silt and sand
mineralogy measurements show the silt and sand mineral content to be 87% glass and 13%
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Figure A-19: The Hemispherical Spectral Reflectance of Some Silty Loam Soils.
[Taken from the SAL spectral database.]

quartz. The large organic content produces very strong hydrocarbon (C-H) features at 3.42
and 3.5 pm. The organic material is probably also contributing to a small but broad reflectance
peak at 11.7 um. This reflectance peak is most likely due to modest volume scattering within
the organic material leading to a correspondingly modest bulk reflectance. There are no visi-
ble silicate reststrahlen features due to the high glass and low crystalline quartz content.

Sample 0213UUUSOL is a grayish brown silty loam collected at Nez Perce County,
Idaho. The high clay content produces a hydroxyl feature at 2.76 pm typical of montimorillo-
nite and kaolinite. The silt and sand mineralogy measurements show that 38% of the mineral
content is quartz. This higher quartz content over the previous silt loam sample (0127UUU-
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SOL) accounts for the increased reststrahlen doublet at 8.3 and 9.0 um. The reemergant quartz
combination and overtone absorption features from 4.5 to 6.0 um leads to the changed shape
of the long wavelength side of the 3.0 to 6.0 pm bulk reflectance hump from the previous
sample. There are two small additional reststrahlen bands due to K-feldspar and muscovite
centered at the wavelengths of 9.27 and 9.58 um respectively.

Figure A-19 is concluded by sample 0148UUUSOL which is a reddish tan silty loam
collected at Dona Ana County, New Mexico. Mineralogy measurements show a mineral com-
position of 20% kaolinite, 19.3% smectite, 19.8% calcite, 18.8% quartz, 15.2% mica, and
2.7% Fe-oxyhydrides. The kaolinite and smectite are believed to contribute to the 2.76 pm
hydroxyl feature. The large concentration of calcite is responsible for the weak absorption
bands at 3.35 and 3.48 um and the very strong features at 3.98 and 5.56 um. The distinctive
3.98 um absorption feature is due to an asymmetrical stretching vibration in calcite. Quartz
contributes to the various combination and overtone features seen from 4.5 to 5.5 um and the
weak reststrahlen doublet at 8.3 and 9.0 pm. This doublet has been severely altered by the
large reflectance peak spanning 7.7 to 8.6 um which is due to a combination of quartz, calcite,
and Fe-oxyhydrides. Finally, a reflectance minima feature can be seen at 11.42 um which is
due to a fundamental bending vibration of carbonate. This feature is seen as a minima because
it occurs in the midst of a small but broad bulk reflectance peak. In general, silty loams appear
to possess less dramatic spectral features than do sandy loams in the 8 to 14 um wavelength
region.

In Figure A-20 we have three more soils that do not fit the general sandy or silty loam
categories shown in Figures B-18 and B-19. Sample 0226UUUSOL is a brown micaceous
loam collected at Howard County, Maryland. It has significant mineral content with the clay
containing kaolinite, mica, vermiculite, and goethite. The silt and sand mineralogy measure-
ments for this sample shows a break down in mineral content as 67% biotite, 17% muscovite,
10% quartz, 3% goethite, 2% K-feldspar, and 2% other. The kaolinite contributes to two
strong hydroxy! features at 2.71 and 2.76 pm with muscovite adding a weak feature at 2.9 um
in the midst of the water absorption band. Other notable features include the quartz combina-
tion and overtone absorption features from 4.5 to 6.0 jtm and the quartz reststrahlen doublet at
8.3 and 9.0 pm. Here the quartz doublet is overshadowed by two additional reststrahlen fea-
tures due to muscovite at 9.28 and 9.58 um. There is a reststrahlen feature due to biotite at
9.90 pum.

Sample 0429UUUSOL also shown in Figure A-20 is a brown indurated clay soil of
unknown locational origin. The composition of this soil sample was not measured but some
interesting features reveal possible mineral content. The very sharp and distinctive absorption
feature at 4.0 um indicates that this clay soil contains considerable calcium carbonate.
Another calcium carbonate band overlaps the common hydrocarbon features at 3.5 um.
Hydrocarbon features in this sample indicate the presence of organic materials which are
expected. Quartz, calcite, and mica are the minerals most likely contributing to the broad
reflectance features between 7.3 to 8.5 pm and 9 to 10 um.
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Finally, one of the more interesting samples is the pure gypsum sand sample
0149UUUSOL also shown in Figure A-20. This sample was taken from White Sands, New
Mexico and is typical of many soils found in the western US [A.10]. Gypsum is mainly cal-
cium sulfate (CaSOy) and the spectral reflectance of this sample looks much like the hydrous
calcium sulfate shown in Figure A-13. One difference is that the gypsum sand exhibits much
lower reflectance from 3 to 5 pm and this is probably due to the larger grain size of the gyp-
sum sand. The very large reststrahlen reflectance peak at 8.9 pm is due to stretching vibrations
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Figure A-20: The Hemispherical Spectral Reflectance of Various Soils.
Sample 0226UUUSOL — a micaceous loam
Sample 0429UUUSOL — an indurated clay soil
Sample 0149UUUSOL — gypsum sand
[Taken from the SAL spectral database].
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of SO,. These vibrations also are the source of the doublet features at 2.8 and 2.9 um in the
midst of the water absorption band.

A.4.3 Road Materials

Road materials are of special interest because potential targets often times are found on
or near them. Indirect target detection can sometimes be done through the direct detection of
lines of communication and transportation. It is also important to be able to spectrally discrim-
inate targets from roads.

Most road materials consist of gravel, concrete, or asphalt. Gravel and concrete possess
spectral features much like minerals. Asphalt is generally featureless except when it is mixed
with an aggregate like gravel and sand.

Concrete is a mixture of cement and aggregates like gravel (crushed rock) and sand. The
cement is the main solvent in which the gravel and sand is suspended. The most common
cement, Portland cement, includes raw materials like calcined clay, limestone, or their deriva-
tives. Portland cement is actually a mixture of calcium silicates (Ca3SiO5 or Ca;SiO4) and
calcium aluminate (Ca3Al,Og) that hydrate in the presence of water.

Figure A-21 shows the hemispherical reflectance of three concrete examples. Sample
0399UUUCNC is a measurement of the weather exposed interior surface of a variegated con-
crete pillar. The pillar was cut across in order to expose embedded aggregate rock and sand.
The spectral reflectance of this sample shows the prominent reststrahlen feature of the con-
crete’s quartz content at 8.3 and 9.0 pm, and a doublet at 12.6 um. There are weaker bands at
4.2, 6.7, and 11.5 pm which are due to the presence of limestone (calcite). The large falloff in
reflectance from the near-infrared is caused by the strong water absorption band near 2.9 um.
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Figure A-21: The Hemispherical Spectral Reflectance of Some Concrete Samples.
[Taken from the SAL spectral database.]

Sample 0424UUUCMT is a measurement of two large pieces of chunked concrete. This
specimen has as much limestone (calcite) content in the aggregate as quartz. Because of this
the overtone and combinational absorption bands of limestone dominate the spectrum out to
7.5 um. These include calcite features at 2.6, 3.5, 4.2, 4.7, 5.2, 5.6, and 6.6 um. These calcite
features manifest themselves as reflectance minima due to the bulk reflectance of limestone.
The limestone contributes a weaker reststrahlen band near 11.3 pm. The quartz content con-
tributes large reststrahlen reflectance peaks at 8.3 and 9.0 pm with a weaker doublet between
12.5 and 13.0 pm. Quartz also contributes some combinational tone bands that overlap the
limestone bands near 4.7 and 5.6 pum. The broad band near 2.9 pm is a water band from water

trapped in inclusions of the quartz.

Sample 0432UUUCNC is a measurement of a concrete block fragment. This concrete
sample is unusual in that it contains more limestone than quartz. This means that the calcite
carbonate limestone dominates most of the spectral features up to about 6 um. The limestone
exhibits a bulk reflectance below 6 um so the limestone features at 2.6, 3.5, 4.0, and 5.6 pm
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all show up as reflectance minima. The limestone also provides weaker absorption bands
which overlap with quartz absorption bands between 4.0 and 5.6 pm. The large reflectance
peaks at 7.2 and 11.6 um are due to the vibrational bond bends of limestone. Both of these
reflectance peaks are unusual. The strong peak at 7.2 um is usually seen as a broader reflec-
tance peak from 6.3 to 6.6 um and the reflectance peak at 11.6 has been shifted from about
11.3 pm due to unusual carbonate composition.

The quartz content again contributes broad reflectance peaks at 8.3 and 9.0 pm, but here
they can only be separated by a slight dip between them. The quartz contributes some combi-
nation bands which overlap those of limestone near 4.7 and 5.6 um in addition to a doublet
between 12.5 and 13.0 pm. In all three concrete samples we see the dominance of the mineral
features.

Asphalt is an oil by-product called a petroleum bitumen. Like tar, it is the residue that
remains after distillation removes the gaseous and fluid fractions. Asphalt does not have a spe-
cific composition, but rather is a mixture of many naturally occurring linear polymers domi-
nated by hydrocarbons.

Figure A-22 shows three asphalt samples from the SAL database. Sample
0099UUUTAR is black tar which has uniformly low reflectance across the spectrum. The tar
has weak hydrocarbon bands (H-C stretching vibrations) at 3.5 and 5.5 to 8.0 um. Sample
0416UUUASP is a reflectance measurement of a fresh black asphalt core. This sample con-
tains aggregate material not contained in the pure tar sample. From the quartz content of the
aggregate we can see the reststrahlen doublet between 8 and 9.5 pm, except that the reflec-
tance peak closer to 9 um has been reduced due to absorption by a clay coating on the quartz
grains. This characteristic is often seen in clay soils. Unlike the concrete aggregate, the
asphalt also provides an hydroxyl feature near 2.7 um, characteristic of clays, and a strong C-
H stretch near 3.5 pm. This sample’s reflectance is probably fairly typical of most asphalt
roads.

Finally, sample 0425UUUASP is a chunk of pebbled asphalt which contains a large
amount of aggregate material. This asphalt material displays a reflectance much like the
reflectance of concrete sample 0424UUUCMT. This is because the features due to the aggre-
gates are very similar. In addition to these aggregate features, the asphalt also contributes a
strong C-H stretch at 3.5 pm due to tar. It is interesting to note that for some reason the asphalt
sample 0425UUUASP has higher bulk reflectance from 3 to 5 um than does the Oconcrete
sample 042UUUCMT. This seems odd due to the low continuum reflectance of the tar content
of asphalt.

In summary, road materials are dominated by the spectral characteristics of their mineral
content. Asphalt looks much like concrete when the internal aggregate materials are exposed.
However, typical asphalt roads probably look more like tar than concrete.
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Figure A-22: The Hemispherical Reflectance of Some Asphalt Samples. [Taken from the
SAL spectral database]

A.4.4 Vegetation

A.4.4.1 Early Infrared Measurements

Early spectral measurements of leaves in the thermal infrared indicated that vegetation
displayed near-blackbody qualities, with little if any spectral information. Gates and
Tantraporn [A.8] made specular reflectance measurements of leaves for approximately two
dozen plant species. These measurements were made at incidence angles of 20 and 65 degrees
and at wavelengths of 3.0, 5.0, 7.5, 10.0, and 15.0 um. Gates and Tantraporn found in general
that green leaves possess small reflectances, typically less than 5% reflectance at the 20
degree specular angle and less than 10% reflectance at the 65 degree specular angle. They also
found that the leaves exhibited very little spectral variation. Only a slight reflectance peak at
10.0 pm was detected.
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Wong and Blevin [A.19] measured the directional hemispherical reflectance of some
tropical plant leaves. These measurements were made with 0.3 um wide bands centered at the
wavelengths of 8.0, 9.0, 10.0, 11.0, and 12.0 um. They found that the average maximum
reflectance was only 4% and that a reflectance peak at 9.0 um was found to be common
among all the leaf samples measured. Wong and Blevin concluded from their analysis that
leaves are near blackbody radiators with very little spectral character. They also believed that
all plants would exhibit nearly the same spectral characteristics.

Faulkner et al. [A.5] measured the spectral radiance of grass over the wavelength range
3.3-14.0 um. From the inversion of the Planck function they were able to compute and plot
the spectral apparent temperature of grass. For any single wavelength, the apparent tempera-
ture is the temperature of an equivalent blackbody emitting the same radiance as the grass.
Thus by definition, any spectral differences in emissivity should also be seen as spectral dif-
ferences in spectral apparent temperature. Their research showed potential spectral features in
the mid-infrared (3.3-5.5 um). However, in the far-infrared (8.0-14.0 um) the grass exhibited
near featureless blackbody characteristics.

The consistent results shown in these early works might be considered sufficient if it
were not for the following problem. Unfortunately some potential target materials, like
painted metals and camouflage nets, also tend to act like spectrally flat blackbodies over the
wavelength range of 8.0-14.0 um. A thermally suppressed near blackbody target hiding in a
near blackbody forest, or grassy pasture, could potentially be impossible to detect using broad
band multispectral methods. It could be however that a state of the art infrared multispectral
sensor may be sensitive enough to detect very small narrow band spectral differences between
targets and vegetated backgrounds, that is, if these differences exist. These early infrared mea-
surements where not of sufficient quality or depth to unquestionably conclude that vegetation
is spectrally featureless. This section will discuss some physical basis for thermal infrared
multispectral vegetation signatures and will also survey two new sets of thermal measure-
ments by Elvidge [A.4] and Salisbury [A.14].

A4.4.2 Leaf Cellular Structure

The optical properties of leaves are strongly influenced by leaf chemistry and cellular
structure. This section will briefly discuss this cellular structure. The cross section of a typi-
cal leaf can be found in Figure A-23. The middle layer, called the mesophyll, contains the
palisade parenchyma cells which are filled with cell protoplasm. Suspended in this proto-
plasm are the chloroplasts which are small cellular sacks containing the important chloro-
phyll pigments. The chloroplasts are generally found in higher concentrations towards the
leaf’s upper surface where the sun’s radiation is more intense. Towards the leaf’s lower sur-
face are contained the spongier palisade parenchyma cells which contain less dense concen-
trations of chloroplasts. Spread throughout the mesophyll are large intercellular spaces
containing moisture-saturated air which are called the stomatal cavities. Above and below
the mesophyll lies a layer of palisade parenchyma cells constituting the leaf’s upper and
lower epidermal layers. Above the upper epidermis is located a thin waxy cuticle layer.
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Figure A-23: The Cross-Section of a Typical Green Leaf [A.6].

Mesophyll

Lower Epidermis
(palisade parenchyma)

The cellular structure of a leaf is large compared to the wavelengths of visible light and com-
parable to wavelengths in the far IR. Some typical cell dimensions are given in Table A-2.

Table A-2: Typical Cell Dimension of Leaves

Cell Type Typical Size (um) Purpose

Palisade Parenchyma 15x15x60 Houses Chloroplasts
Spongy Parenchyma 15x15x20 Houses Chloroplasts
Epidermal Parenchyma  15x15x20 Protective Layer
Waxy Cuticle 3 to Spm Thick Protective Layer
Chloroplasts 5to 8um Dia. by 1 pum wide Houses Grana
Grana 0.05 pm Dia. by 0.5 umlong Houses Chlorophyll
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A.4.43 Spectral Properties of Leaves

Plants are well adapted to the radiation environment they live in. Figure A-24 [A.6]
shows the spectral distribution of direct sunlight, sunlight diffusely scattered through clouds,
diffusely scattered skylight, and light diffusing through forest vegetation. Figure A-25 [A.6)
shows measured spectral reflectance, transmittance, and absorptance typical for a leaf, in this
case nerium oleander. Inspection of both figures will quickly show that the leaf’s high absorp-
tance at the visible wavelengths permits the efficient capture of radiation for photosynthesis.
The simultaneous decrease of the leaf’s absorptance and increase of the leaf’s reflectance and
transmittance near (.7 pm keeps the leaf from absorbing the bulk of the sun’s energy which
protects the leaf from overheating, drying out, and sustaining irreparable protein damage.
Gates [A.7] has reported that leaves typically reach temperatures as high as 50 degrees C and
are usually 10 to 20 degrees C above air temperature. The absorption of the sun’s radiation
above 0.7 um would lead to leaf temperatures far above 50 degrees C which is close to the
denaturation temperature for most plant proteins. In the infrared the leaf’s absorptance once
again rises, the reflectance falls very low, typically about 5%, and the transmittance becomes
essentially zero. This high leaf absorptance in the infrared is no longer a weakness since the
solar irradiance, which can be modeled approximately by a 5900 K blackbody, is too low to
harm the plant at wavelengths longer than 3 pm. High infrared absorptance means the leafis a
good emitter and this quality permits the leaf to cool itself down by efficient reradiation.
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Figure A-24: The Spectral Distribution of Radiant Sources in Vegetation Canopies [A.6].
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Figure A-25: The Spectral Reflectance, Transmittance, and Absorptance for nerium
oleander [A.6].

One might naturally assume that the tailoring of these spectral characteristics to the
sun’s radiation must have occurred over eons of evolution, but this is apparently not the case.
Aquatic vegetation usually receives very little direct solar radiation, yet its spectral character-

istics are essentially identical to non-aquatic vegetation [A.6].

Figure A-23 shows how light may enter and scatter within a leaf. Any first surface
reflections will occur at the boundary between the waxy cuticle, or upper epidermis, and the
air. If the cuticle and upper epidermis are relatively transmissive, then the light will diffuse
and scatter through the cuticle and epidermis into the leaf’s volume, the mesophyll. This inter-

nal scattering will contribute a bulk reflectance component.

As the light enters the mesophyll it will begin scattering off cell to cell boundaries and
the intercellular air spaces between parenchyma cells. Scattering can also occur off cellular
structures whose size is of the order of the wavelength of light. This particle, or Mie, scatter-
ing is not wavelength dependent except for the possible resonances due to wavelength and
particle size matches. This scattered light will then experience absorption by the internal leaf
pigments of other cellular material like cellulose, lignin, or water. Any light that is not
absorbed will continue to scatter throughout the mesophyll until it is finally absorbed or exits
through the upper or lower epidermis. This bulk reflectance could potentially be an important
feature in discriminating between plant species or between vegetation and potential target

materials.
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Figure A-26 [A.14] shows directional hemispherical reflectances of some common
leaves [A.14]. The waxy cuticle and the upper and lower epidermis are relatively transmissive
in the wavelength ranges of 2.5-2.8 pm, and 4.0-5.6 um. This suggests thata large bulk reflec-
tance should be seen at these wavelengths. Unfortunately, the high water content of leaves
tends to diminish this bulk reflectance.
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Figure A-26: The Hemispherical Spectral Reflectance of Some Common Leaves [A.14]).

The presence of liquid water in leaves has been believed to cause the overall low reflec-
tance continuum beyond 2.5 um [A.15]. Healthy green leaves are typically between 50% and
75% water by weight [A.4]. Because of this high water content the spectral characteristics of
green leaves are dominated by water absorption. Figure A-27 shows the effects of water con-
tent on the visible and near infrared spectral reflectance of a bean leaf. Notice the strong over-
tone water absorption resonances at 1.38 and 1.88 um.
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Figure A-27: Effects of Water Content on the Spectral Reflectance of Bean Leaves [A.11].

The effects of water in the thermal far-infrared are just as pronounced. Figure A-28
shows the directional hemispherical reflectance of water, a green cherry leaf, and a cherry leaf
dried from 48 hours of exposure to a stream of very dry air. In Figure A-28 it is readily appar-
ent how water absorption within the green leaf has quenched the bulk reflectances otherwise
seen at 2.6 and 5.0 pm.
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Figure A-28: The Hemispherical Spectral Reflectance of a Dried Cherry Leaf [A.14].

Figure A-29 shows how the presence of water can reduce bulk reflectance even at wave-
lengths were water is transparent. Water is very transparent from the visible out to about
1.3 um, except for a very weak overtone resonance at 0.94 um. The leaf’s cuticle and epider-
mis are also quite transmissive at these wavelengths. This results in the high bulk reflectance
seen in the normal bean leaf of Figure A-28. The low reflectance below 0.8 um is due to inter-
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nal chlorophyll pigment absorption. The second curve shown in Figure A-28 is of a bean leaf
that has been saturated with water. This saturation has caused the previously air-filled stomatal
cavities and intercellular air spaces to become filled with water. As the air cavities saturate the
leaf becomes a continuous liquid phase medium. This eliminates many refractive index
changes between cell boundaries and increases the leaf’s direct transmittance at the expense
of scattering and bulk reflectance. Thus we seen how water can affect a leaf’s spectral proper-
ties by both absorption and transmission.
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Figure A-29: Effects of Water Saturation on the Spectral Reflectance of Bean Leaves
[A.11].

The effects of leaf water content is also seen in leaf senescence. As leaves undergo sens-
escence in the autumn they begin to dehydrate. Dehydration leads to a decrease in the leaf’s
volume because of the absence of water. Dehydration also causes the number of cell to cell
interfaces within the mesophyll to increase. This is because the microcavities between pali-
sade cells remain but as the cells dry they split apart and living cell material begins to pull
away from the internal cell walls. All of these dehydration effects lead to an increase in bulk
reflectance below 6.0 um. Salisbury [A.15] showed that dehydration due to senescence had
little effect on the reflectance of leaves for wavelengths greater than 7 pm. As senescence
reaches it final stages the bulk reflectance actually decreases as the cell walls continue to
break down.

The increase in bulk reflectance at 2.6 and 5 pum, due to dehydration, may make it possi-
ble to detect targets indirectly by the damage they do to vegetation or by the target being cov-
ered by cut branches. Leaves begin to experience water stress soon after a branch has been

severed.

The presence of other leaf materials such as cellulose and lignin also affect the spectral
properties of leaves. Cellulose is a major component of leaf cell walls and typically consti-
tutes one third to one half of the dry weight of most plants [A.4]. Lignin is a complex polymer

A-41




which encrusts cellular fibrils. The quantity of lignin in plant materials ranges from 10 to 35%
of the dry weight [A.4]. Figure A-30 shows the biconical spectral reflectance of cellulose and
lignin. Tables A-3 and A-4 provide the physical basis for absorption features in cellulose and

lignin.
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Figure A-30: Biconical Spectral Reflectance of Dry Plant Cellulose and Lignin [A.4].
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Table A-3: Cellulose Absorption Features [A.4]

Wavelength (lLm) Identification
290 OH stretching
3.03 same
3.15 same
3.37 C-H stretching
3.38 same
341 CH, asymmetric stretching
3.44 C-H stretching
3.46 same
3.48 same
3.51 CH, symmetric stretching
6.12 absorbed water
6.80 OH in-plane bending
6.94
7.06 CH, symmetric bending
1.27 C-H bending
7.33 same
7.49 OH in-plane bending
7.60 CH, wagging
7.83 C-H bending
7.96
8.16
8.33 OH in-plane bending
8.66 asymmetric bridge C-O-C stretching
9.03 asymmetric in-phase ring stretching
9.28 skeletal vibrations involving C-O stretching
9.43 same
9.66 same
9.80 same
9.95 same
10.04 same
10.36 same
11.21 asymmetric out-of-phase stretching
12.50 ring breathing
13.16 CH, rocking
14.29 OH our-of-phase bending
15.38 same
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Table A-4: Lignin Absorption Features [A.4]

Wavelength
(um) Identification

292 OH sretching
342 C-H stretching in methyl and methylene groups

348 same

3.55 same

5.76 » C=0 stretching in unconjugated acids and esters

5.81 C=0 stretching in unconjugated ketone and carboxyl groups
6.02 C=0 stretching in para substituted aryl ketones

6.23 aromatic skeletal vibrations

6.62 same

6.80 C-H deformations from methyl and methylene groups

6.85 same

6.99 aromatic skeletal

7.30 C-H symmetric deformation

7.52 syringyl ring breathing with C-O stretching

7.87 guaiacyl ring breathing with C-O stretching

8.13 syringyl and guaiacyl ring breathing with C-O stretching

8.77 aromatic C-H in-plane deformation, guaiacyl type

8.85 aromatic C-H in-plane deformation, syringyl type

9.22 C-O deformation in secondary alcohols and aliphatic ethers

9.66 aromatic C-H in-plane deformation, guaiacyl type and C-O
deformation in primary alcohols

10.31 =CH out-of-plane deformations
11.80 same
12.27 same
13.00 same

The most prominent absorption features of cellulose is the OH stretch at 2.9 um, a
reflectance peak at 3.28 pm due to C-H stretching, a reflectance minima at 6.08 um due to
water absorption, and a reflectance minima at 11.11 pm due to asymmetric out of phase bond
stretching. There is a very prominent reflectance minima at 4.66 pm which seems to be char-
acteristic of cellulose but whose origin is unknown. Lignin provides the same set of prominent
spectral features excluding the 11.11 pm stretch.

Salisbury [A.14] has identified some physical reasons for the spectral characteristics of
plants beyond those we’ve already identified. The spectral features in the 8.0-14.0 pm range
are thought to be specular first surface reflections off the waxy cuticle. The absorption due to
water is too great to permit bulk reflectance in this wavelength region. These spectral features
are seen as reflectance peaks analogous to the reststrahlen reflectance peaks of minerals.
Strong vibrations of hydrocarbon in the waxy cuticle are probably responsible for these reflec-
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tance peaks. In addition, the sharp reflectance peaks near 3.4 pm are first surface reflectances
due to C-H fundamental stretching vibrations.

Another material important in determining the leaf’s optical properties are the pigments
within the chloroplasts. The pigments most generally found in the chloroplasts are chloro-
phyll, carotenes, and xanthophylls, where chlorophyll is the most abundant pigment. Visible
radiation is absorbed by the chlorophyll pigments and converted into heat or photochemically
converted into stored energy through photosynthesis. The absorption spectra of some leaf pig-
ments and liquid water is shown in Figure A-31. This figure shows that radiant absorption is
dominated by pigment absorption at the visible wavelengths and dominated by water absorp-
tion at the infrared wavelengths. The visible wavelength pigment absorption band ranging
over 0.4-0.6 um is called the chlorophyll absorption band. Pigment absorption at the visible
wavelengths is due to electronic transitions within the pigment’s molecular bonds. Leaf pig-
ments fail to provide any meaningful absorption features beyond 2.5 pum.
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Figure A-31: The Spectral Absorption Coefficient for Plant Pigments and Water [A.6].

A-45




A4.44 Spectral Effects of Vegetation Canopy Geometry

Salisbury [A.14] found that the average spectral contrast of green leaf spectra was gen-
erally only 3 to 4 percent in reflectance, and he speculated that this contrast would be reduced
by at least a factor of two when the leaves are placed in a multiple scattering vegetation can-
opy environment. The reason for this spectral contrast reduction is due to the multiple emis-
sions and reflections that occur within a canopy. Individual leaves may have characteristic
spectral emissivities that are defined by various dips and humps in the spectral curve due to
reflection, transmission, and absorption characteristics specific to that type of leaf. Unfortu-
nately the spectral reflectance of that same leaf has dips where the emissivity had humps and
humps where the emissivity had dips. Thus for a collection of leaves at about the same physi-
cal temperature, the characteristic spectral emission of a single leaf will be washed out by the
subsequent reflections off and emissions from adjacent leaves. The presence of spectrally dif-
ferent stems, bark, and litter further alters the emission spectra. The end result is that all vege-
tation canopies, whether they be simple canopy structures like grass or more complicated
forest structures, make rather good blackbody cavities. Unfortunately the amount of spectral
contrast reduction incurred or the level to which vegetation canopies can truly be modeled as
blackbodies is not really known. In addition, it is not well understood how other canopy com-
ponents, such as stems, bark, litter, and soil, affect the canopies spectral signature in the ther-
mal infrared.

A4.5 Camouflage Materials

Camouflage materials are important since they alter the visual and thermal signature of
the potential targets they are intending to hide. Camouflage materials range in nature from nat-
ural fiber canvases and clothes to plastic polymeric materials. This memo will only concen-
trate on those camouflage materials which have been measured and included in the SAL
spectral database.

Camouflage materials made from natural fiber clothes and canvases display the spectral
features of the natural fiber. Figure A-32 show the spectral reflectance of cotton cellulose and
the hemispherical spectral reflectance of a green woven cloth camouflage net (sample
0032UUUCNT). Notice that the spectral features for both are almost identical in shape and
spectral location over the wavelength range of 2.5 to 14.0 um. The previous section on vege-
tation describes the physical origin of the spectral features in cotton cellulose. The magnitude
of reflectance can not be directly compared between Figures A-32 (a) and A-32 (b) since the
cellulose measurements are biconical spectral reflectance [A.4] and the camouflage net mate-
rial is hemispherical spectral reflectance. Figure A-33 (a) shows the hemispherical spectral
reflectance of a dark green heavy canvas cloth (sample 0001UUUCAN). The primary natural
fiber of this canvas is presumed to be cotton. The spectral reflectance shows a water absorp-
tion band at 3.0 um and a strong hydrocarbon (C-H) stretch near 3.5 um. A bulk reflectance
plateau is seen between 3.0 and 6.0 pm but many of the characteristic features of cotton cellu-
lose seen in Figure A-32 are absent. It is believe that this sample has been impregnated with a
large amount of organic material used as water proofing and that the presence of this material
dominates the spectrum of this sample.
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Figure A-32: Spectral Reflectance of Natural Fibers. a) The biconical spectral reflectance

of cellulose [A.4] and b) the hemispherical spectral reflectance of a green woven
cloth camouflage net material [Sample 0032UUUCNT — SAL Database].
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Plastic or nylon camouflage net materials are composed of polymers with numerous
hydrocarbon (C-H) molecular bonds. The presence of these bonds can be seen in the strong
hydrocarbon absorption feature at 3.5 pm. All of the plastic or nylon camouflage nets in the
SAL database exhibit this strong feature. Figure A-33 (b) shows the hemispherical spectral
reflectance of a white winter camouflage net (sample 0020UUUCAM). This net was make of
a fabric of nylon mesh impregnated with a white chalky substance giving the net its white
visual appearance. Three very distinct features are seen below 6.0 um. In the midst of the 3.0
to 6.0 um bulk reflectance plateau is a very strong C-H stretch at 3.5 um, an absorption fea-
ture due to nitrite at 4.5 pm (apparently from the white chalky substance), and a very strong
carbonyl band at 5.7 pm. In addition the various smaller spectral features superimposed on the
3.0 to 6.0 um bulk refiectance are primarily hydrocarbon features and the features from 5.7 to
7.5 um are a combination of hydrocarbon and carbonyl features.
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Figure A-33: Spectral Reflectance of Man-Made Fibers. a) The hemispherical spectral
reflectance of dark green canvas [Sample 0001UUUCAN — SAL database] and
b) the hemispherical spectral reflectance of a white winter camouflage net
[Sample 0020UUUCAM — SAL database].
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All of the plastic camouflage nets in the SAL database are relatively thin sheets of plas-
ticized or rubberized fabric. The woodland spring or summer camouflage nets have two differ-
ent visual colors of brown and green on opposite sides of the sheet. The plastic sheets are then
contour cut and folded to provide a two color net with both colors showing on both sides. The
green and brown sides of the polymeric material show little spectral difference in the thermal
infrared. Figure A-34 displays the hemispherical spectral reflectance of both the green (sam-
ple 0019UUUCAMg) and brown (sample 0019UUUCAMD) components of a plasticized fab-
~ ric camouflage net. The pigments which provide the nets visual signature does not appreciably
alter the thermal infrared reflectance of the net. The only visible difference from 2.5 to 14 um
is the strength of the water band at 3.0 um and the strength of the carbonyl and hydrocarbon
features from 5.7 to 7.5 um. From this point on only the brown component of woodland cam-
ouflage nets will be shown.
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Figure A-34: The Hemispherical Spectral Reflectance of the Green (0019UUUCAMg)
and Brown (0019UUUCAMb) Components of a Plasticized Fabric
Camouflage Net. [Taken from the SAL spectral database.]
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Figure A-35 shows the hemispherical spectral reflectance of the brown component of
three different camouflage nets. These particular nets have been chosen to display a spectral
diversity in polymeric camouflage net materials. Sample 0443UUUCAMD is a fairly opaque
single layer of rubberized camouflage net material. This material shows the already familiar
features of a water absorption band at 3.0 pum, a very prominent C-H stretch absorption band
at 3.5 um, a strong carbonyl band at 5.7 pm, and various lesser hydrocarbon and carbonyl fea-
tures from 3.0 to 6.0 um. In addition this sample shows a hydroxyl feature at 2.7 um and a
very characteristic reststrahlen peak at 9.7 pm whose precise origin is not known. It could be
that this polymeric net material contains fiberglass strands which are SiO, (quartz) glass
fibers. Fiberglass would be expected to provide a strong reststrahlen feature like the one
shown. Sample 0113UUUCNT is also the spectral reflectance of a rubberized plastic camou-
flage net. This sample was noted in the SAL database to be weathered and the presence of sur-
face contaminants due to weathering might be responsible for the subduing of the 9.7 um

reststrahlen feature.
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Figure A-35: The Hemispherical Spectral Reflectance of the Brown Component of Two
Rubberized Camouflage Nets (0443UUUCAMD and 0113UUUCNT) and a
Plasticized Fabric Camouflage Net (0021UUUCAMD). [Taken from the SAL

spectral database.]
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Sample 0021UUUCAMbD shows the hemispherical spectral reflectance of a plasticized
fabric camouflage net. This material shows some of the same features seen previously except
for the absence of hydroxyl bands near 2.7 um and an increase in spectral activity from 8 to
14 pm. The origin of these features is not known.

A.4.6 Painted Materials

Paints are an important class of materials to understand since they usually provide a pro-
tective and low observable coating for most targets of interest. Paints possess a diverse array
of spectral features due to their numerous compositional types. All of the full measured paint
data presented here, i.e spectral reflectance of both binder and pigments, come from the SAL
spectral database. Unfortunately the chemical composition of the paints in the SAL spectral
database is not well known. Thus it is more difficult to identify the source of spectral features
in paints than it has been for other materials.

Paint pigments are generally used to tailor the visual and near infrared spectrum of
paints. At the infrared wavelengths most pigments fail to provide numerous broad band
absorption features. Thus it is the paint binder which usually dominates the spectral properties
of paints in the thermal infrared.

An older but popular binder for pigments in paint is linseed oil. Figure A-36 shows the
infrared reflectance of linseed oil [A.18]. Linseed oil is very transmissive and thus possesses a
large bulk reflectance in the infrared. The familiar spectral features of hydrogen absorptions,
hydrocarbon stretches, and possibly carbonyl can be seen at 3.0, 3.5, and 5.7 um respectively.
The broad feature near 9.0 um is of unknown origin.

100.0
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80.0 Galvanite, Zinc Coating Galvanite Corp.
n ™
R
=~ 60.0
Q
g
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2 40.0 p—

. Equipment Enamel, Light Gray,
Spec. Mil-E-15090

20.0 p—— -
Alkyd Resin No. 3875 on
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oolL 11 \l‘ - T"“f’ ~l>1"L"J-+ o 254
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Figure A-36: The Spectral Reflectance of a Linseed Oil Paint Binder [A.18].
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Most modern binders are generally polymers because they provide a high quality, light-
weight, and durable coating. Table A-5 shows the molecular source of some spectral absorp-
tion features in plastics [A.1]. Many of the spectral features already seen in plastic camouflage
nets are included in Table A-5.

Table A-5: Some Spectral Absorption Features of Polymers

Molecular Group Feature Location (pm)

O-H 2.8

N-H 3.03, 6.12, 6.46
C-H 3.5,6.8

Carbonyl 5.75

Methyl 7.26,7.71

Ester 8.0,9.75

C-0 : 9.0 (broad), 13.47

Polyurethanes and fluorocarbons make up most of the polymer binders. Polyurethanes
are formed by reacting dihydroxy alcohols with various diisocyanates which results in the for-
mation of many different polyurethanes. Polyurethane binder’s spectral absorption features
differ considerably depending on the specific constituents used to synthesize the polymer. Fig-
ure A-37 (a) shows the spectral transmittance of a polyurethane binder which has been used in
airframe applications (Military spec: MIL-C-53039A). This binder shows a water absorption
band at 3.0 um, hydrocarbon bands at 3.42 and 3.5 um, and a carbonyl band at 5.7 um. There
is a very dramatic feature at 4.4 um due to the presence of aliphatic polyisocyanates. The
large transmittance of this binder in the infrared would be expected to contribute to a large
bulk reflectance and would also permit the transmission of spectral features from the underly-
ing bulk material. '

Figure A-37 (b) shows the spectral transmittance of another polyurethane binder. Very
little absorption is present from 3.5 to 5.5 pm. We can still see the water, hydrocarbon, and
carbonyl features but the strong 4.4 pm feature seen in Figure A-37 (a) is not present in this
particular binder. There is a large absorption feature at 8.0 um presumably due to ester. The
other absorption features from 8.0 to 14.0 pm are more difficult to identify.

Another interesting type of polymer binder is fluorocarbon (Teflon). Figure A-38 (a) shows
the spectral transmittance of Teflon FEP, a tetrafluorethylene-hexafluoropropane copolymer.
The wavenumber axis for this figure is difficult to read so a few reference wavelengths have
been added. This binder is interesting since it is practically devoid of spectral features up to
about 6.5 im. The long wavelength thermal infrared (8.0 to 14.0 um) is also quite featureless
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PERCENT TRAKSMISSION

with the exception of an unidentified feature at about 10 pm. The polymer binder shown in
Figure A-38 (b) is a cellulose acetate butyrate material (Eastman CAB-171-15s). This binder
shows a water feature at 3.0 pum, the hydrocarbon features near 3.5 pm, and the carbonyl fea-
ture at 5.7 um. In addition, features presumably due to esters can be seen at 8.0 and 9.5 pum.
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Figure A-37: The Spectral Transmittance of Two Polyurethane Binders. a) Aliphatic
polyurethane (MIL-C-53039A) and b) another polyurethane binder.
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Figure A-38: The Spectral Transmittance of Two Polymer Binders. a) Teflon FEP and b)
cellulose acetate butyrate (Eastman CAB-171-15s).
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Figure A-39 shows the hemispherical spectral reflectance of green paint on steel and
green paint on fiberglass. Sample 0418UUUIRN has a single coat of green paint on steel while
sample 0419UUUIRN has two coats. Steel is generally quite featureless in the thermal infra-
red except for possible surface contaminants or impurities in the steel. Thus most of the spec-
tral features are expected to come from the paint The paint is however translucent enough that
a single layer permits significant refiectance off of the steel substrate. The effects of a second
coating of paint are evident in sample 0419UUUIRN where the reflectance is dramatically
reduced throughout the thermal infrared. Some interesting absorption features that can be seen
are a very strong hydroxyl band near 2.7 um, a broader water band near 2.9 um, a very strong
C-H stretching vibration complex centered at 3.45 pum, and a strong carbonyl band at 5.7 um.
The absorption features from 8 to 14 um are seen as reflectance minima superimposed on the
large bulk reflectance due to high binder transmittance. The origin of these the absorption fea-
tures at 11.0 and 12.5 um are unknown. The double coated sample 0419UUUIRN has the
same spectral features as the single coated sample but their magnitudes have been dramati-
cally reduced.

Sample 0435UUUFIG is a light green paint on fiberglass. The spectral difference in this
sample from the painted metal samples is presumably due more to the substrate than the paint.
The water, hydrocarbon, and carbonyl bands can still be seen but the fiberglass apparently
adds a small reststrahlen band at 9.5 um due to silica. The partial opacity of the paint has sig-
nificantly reduced the strength of this reststrahlen feature.

Figure A-40 shows the hemispherical spectral reflectance of three samples of dark green
paint on metal. The paint in these samples is presumably multilayered due to the low spectral
reflectance compared to sample 0418UUUIRN. The same water, hydrocarbon, and carbonyl
features are still present along with a rather large bulk reflectance from 3.5 to 5.5 pm due to
the high transmittance of the binders. The broad reststrahlen peak at 9.7 um is probably due to
scattering off of the green pigment, which the writers of the SAL database believed to be
CrPO4*3H,0. Many of the smaller features from 5.7 to 8.0 um are due to hydrocarbon
stretches. Sample 0068UUUPNT was reported to be significantly weathered. Thus the pres-
ence of surface contaminants, along with reduced first surface reflectance because of
increased surface roughness, are probably both responsible for the overall decreased reflec-
tance compared to samples 0059UUUPNP and 0076UUUPNT.
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Figure A-39: The Hemispherical Spectral Reflectance of Green Painted Steel and

Fiberglass.

Sample 0418UUUIRN is a single coat of green paint on steel.
Sample 0419UUUIRN is two coats of green paint on steel.
Sample 0435UUUFIG is green painted fiberglass.

[Taken from the SAL spectral database.]
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Figui'e A-40: The Hemispherical Spectral Reflectance of Dark Green Paint on Metal.
[Taken from the SAL spectral database.]

Finally, Figure A-41 shows the hemispherical spectral reflectance of several samples of
brown or tan paint on metal. The same general features described in the samples of Figure A-
40 (green painted metals) are evident. However the reststrahlen peak at 9.7 yum is much more
pronounced in samples 0074UUUPNT and 0075UUUPNT. This reststrahlen feature could be
due to the pigment or it could possibly be due to the inclusion of sand or other minerals in the
paint. Paint manufacturers have been known to add sand to paint to give it a rough diffuse vis-

ible signature.
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Figui'e A-41: The Hemispherical Spectral Reflectance of Brown or Olive Tan Paint oh
Metal. [Taken from the SAL spectral database.]

A.5 Conclusion

Numerous spectral features have been observed and identified in the hemispherical spec-
tral reflectance of some interesting materials. The strength and consistency of these features
suggests the possible successful application of multispectral techniques in the thermal infra-
red. However some spectral features appear too narrow in wavelength extent and too small in
magnitude to provide a sufficient signal to noise ratio. Further analysis will be required to
determine the practicality of using many of the identified spectral features.
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A.6 Additional Spectral Features

Figures A-42 to B-48 contain information from [A.17] pertaining to the spectral location
and the relative strength of vibrational absorption features of many molecular structures. All
of the vibrational absorption features discussed in this memo are contained in these figures. In
addition the figures may provide insight into the spectral features of materials of future inter-
est.

A-59




‘[LI'V] T 3184 ‘saanyea uopdiosqy jeuonelqy gp-y oandiy

SNOY¥OIN NI HIONHTIAVM

St 49 14 2t 144 o1 3 3 . -] 3 y 4
(Sap-=1oTi g ariaiy
-3 -t L4 "
anmbron niluasen | avpen ] 10 WO—0}~- SaDY SNAXORMYI .Equl.ﬂ $qIJY
3 .}
A0 49 $uop 1om LS Prieg ‘ “ 3 n g gl i o
. " " - [ ) arnat — 3
e = 1P = I 7 r N r e L-gioHo9;
Kwp = p Nang m g Qo o o [ F10HOOTY Ardwing -
dirg = a8 aN39T!
~ [T k=]
i LY=o Y P uE:T.,? qY3HII
— T —— L~} I w
| et | gy 0 i
$ . 'IuLul.l-rhl. —r e —_— v ﬁt B,
-y e ——— = T — [0 M adiddd J.I
- i s S St ot |t | gt e T b)) 1sdnsis Thion .
[ - s " r— e L praaad Lo |l'|.._ o O buve “-
- ME SO 258 :
A — e ol B e (ST M 9 ‘1pInsio OfUNO x,
5 a — iy (] asensdwon (W2 1 OlWOYY
i
[ R
$ I o INANTY
2 S —Hp=o -
i N X -l .Ll Ham. WK e
3 R L | o b (513) Some
s G . == LY i b B ]
s —al, I IS SN S | Jm. Howho— JaNA (St ININTY
'\ N » . L]
— ¥ Lo
. A ) = L1£ =Bl TAdOUL—O%1 vr:
L — " il kol .;Lo-.t“ P, up
Lﬁnm_ s HIE .ﬁ.z
" —ty pr—tio— “0=or—fuo—  frtg
JE1 o~ Staug
gl o b
- Jauan 12 m.num. S$4N0UD INVITY|
— i | 1 — J I 5 U T | S | L1 L1y 1 ——— INERIINEESRNUNN! —__——__——:—r ———-————.-— r. L1 -—h~—- —____—__ _—_ __F _——
0S5 00¢ a8 006 0007 ooty t44 O0ET 0097 l&m— Soxm OOm.N: n_v_com ; .omvow -

SYHSAVI NI SYHIINONTAVM

A-60




"[LT'V] T Meg ‘saamea ] uopdiosqy jeuoneaqip gp-y dandig

SNOYOIN NI HLONHTIAVA

St 44 54 t44 Ir o1 € 4 2] 7] 4 -
= Cd Lad
w0t} rioo) et Iumo— N STUULIN
. 3 o, e <Ll el 11y " S
pred ¢
*dnyyoY Aq sUOp Yiom UO peseg Lo Jl :jl i ﬁl
. L] . .3 ) "
AOoM = M WnpoW = W Z Ml B
Kiop = A Juong = g “ — —— -
divys = dsg GN3931 L] N HD) SININY awvijun
" [ 3wy - [ =) et
m -|;_|A HO—HN—HI llxll
W ey " s et SHO—HN—HD | $INIHV ANYONOIS —
it v ¥ 14
Ul L] —_— l—HoK :l.Hu
(S3NIAY KINDIN—pYoua: L] — D SIRINY ANV W,y SININY
A —— N—0— admy asehsio
" W —F ¥HN—00—] 3ainy Lisens "ohon wlie
. (= Sl IYTAY tﬂl«'%
o o — ) ot~0—3to  sacjuansny joinoss
TY e 97 0p—o—090 ¥IdiakHNY fviwan | SIATHIX
Al PP
L] S mb—co~nlo  sahasan Hunw SENOLIN
] L. N N S n
2 H A (38 OHP—THI— SIAHIOW HuY . S$30AH3AY
< " —o—oo jt
: 5 SRVang—suvodas
< < St . SUVHIvN
e (] o [T Y]
[N | I [y . 4n av suvuding
U 2 SN S . SLLYNOIJOUd
S Tve ¢ e $ 30 o iy
—t1, S ¥—0—0b—H sauvrjuos 443183
c._mw_ 1) LK Ll 11 _PQQ_L_r__ ._.—9‘_& r_L__r_o_oo_nFC ___o_oq:r_: ________. __ b 11 r___b_ NBN) _:_::—.:_Lr _:: RN

Z 00tl QOrT 00ST 0002 0052 000g 000Yy

SYHSAVI NI STHIWNNIAVM

A-61




‘[LT°V] € 18 ‘soanjed,] uondiosqy [BUONBIQIA :pp-V dIn31]

SNOYDIN NI HLONHTHAVM

91 St 144 €1 k4 It o1 § g 4 S y | 2
“Hﬂ“ o e PN . SLNIWNDISSY
= WS I s o tres amvamnd
uis N ULE ND e UIS HY vt
ws oo wg o=o ULS HN ANV KD o=t
n ;]
NN
. . ON-—§ osoulIl
dnYHoD AQ SUOp oM uQ pessg s JU— . N—O0—¥ ZLALLIN {LNTWVACD
ve wny | i oo
N-»».“? -_.xx .....“ i . - .29,““. sonfy ousth \aoaxo
diw p— st DH—O VULIN LINTTVACD
U = ds AaN3937 | $ a0 2LV LN D134 N NIDONLIN
n .
. L] 3 - s —e S N .. wudo) o=NH 1vioe§vo oI
——— — YHOTEVS [ENTIVATH L} ERLYAY
—_— —Fog LUVNORYD DU Nogyv)|
. —_— ord—0-0 . . .
T Og—O—*H] O« JHOl¥)m ILYHISOH4 LNTIVACD N3IDAXO
SAUGHISOH
$ N . v—osT-Y qIxod1np
+— — [l '] IO
—2d —e HH—08—¥ agihvNOA N
Lnl. I|m|n. o0 JMNQIING RNITVACY
— ™ < ¥ O% 2 VTS [IRTIVA STNIT
Wos—u @19v]2iNO4 1N
N $ ot~y | 3aveofing dINgs N3DAXO
H - AJINS-
TR CHé[W? 19D
CHINY £0 o
LA Ll IHINOTHD
Lixm] =0 rl
chvanm 2 3 s .
b anv v ajwon
o8 HIL I HIS tmereie NOOTUS
) . I e Hd e SWO[SOHd
—e = HY of S s me— HS Ll. S4N0ND ¥NIINS
(8 ¥ol'd g~ O~ JO|NGIHD IV e
: : HY = iy L3
ﬂnow Jomne AX 1 00 ONiw pam—" — [tsaynvASOSn xp-x  SPOINVUIIOSIW
L _ T VI __r_ 1 1 11 raale 1 ___ ____:__:___:__:._: _:___:._._.w%w ____..__ ____._LurrLt.r_._F____.___:__:
059 00¢ 008 006 000% 0011 OQET  00%1 T 0002 00s2 000t 000y

SYASAVI NI SSHIWNNNIAVM

A-62




‘[LT°V] T Med ‘Suonelqip puog-djduls :Sp-v 2Indiy

SNOYOIW NI HLONITIAVM
91 S1 $1 £ Zt 11 o1 6 8 L 9

— et -NY0S ‘~10%05— ‘TDVOS—
Jl vlllmla S Hr'os—
- s O~5—
I $—0
bt §*o—N
e § salvorus
bl | "Od *H 704H ~0d
3 LN
H s 'R o
==Y
(94949) 1§ 1~0—1S
(ueya-uedo) iS+0—iS
b Yd=iS
byo)is
seu) Is
*[*HD) 1S

S

-

5
oM
I..H b= N—N 'g=N-—0
e w YON—N 'TON—0

3 ON—0
S4—40—
T 19—

0

b4

A

T
R
|

‘Awejieg Aq euop yJom uo paseg

ABIM = M WnpIW = W
A = A Buong =g

disys = ds aN3o3l W

|

l

<

IS

¥,
|-d Yoy

ot 3
<

A—d
3 $=d
A Yd=—d
GAay) F—0~d
" 0&tiY) -0—d

CET o

L

&

3
1

L
l
el

INIQININAL
INIQAL

16 SONVY ¢ o bN—ud

-
*HN—ud
—t— s{oNIHY
et H
S
= HO™HD

___—_____ 1.1 -.h
00¥T  00ST

B
it

alf

JU -)

-Ilmull

| ___FL _______ 11 1 | S _.__—r___._:._.:_:._::____
0S9 00L 008 006 0001 0011 0021

SHYISAVY NI SYIEWNNIAVM

-t

o}

0€

A-63




"[LT'V] T 1ed ‘suoneiqip puog-dj3ulS :9p-v dandiy

SNOYIIW NI HIONITIAVM

b4 £l 44 - 11 01 6

8
Lul. SYIHLT TAdY

*HNOD

=]

{o}jafa)

(ujeyauedo) JAHAAHNY
..I.d.ll 3QIX0UId TAYY
"‘Awejjog Aq suop yiom uo peseg

30IX0H3¢ ANV
o aIxXod3
asa heewsns 23 Sy
Kigp = A Suons =g [ ‘NI ‘SILYNOIdOUD
dieys = 4s aN319I3 i . $31v130V ONONIHd

1
1
=
I

3
1
l

n SJIVIIOY

'Iml S3EViNYOd

AN
]

S o

HOO0D
N — Hoo4yd

*i
|
|

|

zooz
e N -, OHOUd
- ) — Wl A gonmpsangen
(DT
N L) T Aw=t  Quonmpsqng-y:z:1)

CHJY
S 3_ M A QGopmpysqng-g:2:1)
- E — g? My " At—i{uoR .....,m ¥
$ H W "0 ANV ) ) . Awe | (uonmpsdns-gip)
! GO SANVE Y s = Aw= | (uopninsgns-z:1)
] : [ - Ar= (bopninsqnpouow) J1)lvwouy
= — W) aNvsg 1 B

*Ha=0g
sues)—Rh=HO—
($19)—HD=HO—

o

!

«
»nI T

oy
=] ¥

W )] ANVJIURITTIXD
et Y 3NYLNBOTIAD
—W INVX3IHOTOAD

|

[ o
~ ]

—r r m N . — *(*HD)
O%(*HD)
;
L
— Ly e lielg _ur_-_ -—_— _h——_—_—__M—_ —— | S . 1 i

={==]

S 3HO—

..lwl s Snmg 9%*HO)

9*HD

[ 1| | T S T O A P "
00L 008 006 0001 0011 oozt 00ET  00¥T 00ST 0002
mzuw><xz_m¢mm_232u><>>

A-64




(LT V1 suoneiqiA puog-apdiay, pue ‘Surydiong usdospA ‘suoneiqip puog-a[qno( :Lp-y 2andig

SNOUJIN NI HLINITIAVM

8 L 9 S L4 € (4 T
NeoM =M WNIPoW = Iy
‘Awejjog Aq ouop YoM uo peseg KiBp = A Suong = g a3 W HIS
dieys = gs QN30T I HS
-Illl; d
3 913 ‘-NJO ‘{NO
|
53107104031 vy ) M
N3 INIAINIYLL - | n —N=5
NI'ANIGIYAD - Al !
$IUYLINf a3LvELYSNN-—1§2
=N——O~ n Ellhjl ml f ﬁ_.
N=N — = | sagzv
ON—0 ey . .
o |3 A 2¥3 ‘INIIYAd
AU 3 BT +XT-0024 3HN
< ~) — [
HOSHN et s - A _sangas anve [SRONNLLEGS R zﬁﬂw%wwwxmn
JSHN e ) LSoR On W N
3 = o caaslogd™ ™ (swppe)) HNOD
wum e KT (U GB-pd0) HNOD
© 3y "5 () aagnoal—.00% *HNoD
fo) KNGO .%Im () aponos—{ 5L 3344 (W)
Sk (03008 (8,33 O[3aud HN=
63 oF (6) GHANOB-F P~ (W)} aNve 33u3 N
N=N B _ . 1
(011942 Jo pejeBrfuos) N=o < “ (8) apaNoa-J ke Z 33ud mz
N . ] W $3AVI3HOL, W) 3D41¥E I1ONIS =0
: MR R HO
(39d43 He) briviwoyy NoTA TR 35 ] hen—s  (3) SHIWANOA , (o0 onOM) HQOD
(P93£38n[uod) biivwody | g spekL Snoliva e ¥3IN{a ovoustm . A H L S b
(vonhuisqnsy) IBUIA) HIIYIWOYY st e
ot sl A K OLLSIIILOVIVHD o WelThe!
1#opewlwAsun pye -eied) bilywody wl - .y 1HOFOH
(mo19g s¢ 1deoxe " = ] YOFHO
uonyisqns jo sedA fie) bHrivio ( Ll B # *HO=DZ
(peieBrifucs) 9= e T *HO={HO
o=) -t ] HO=HO
fHO=0f r—t HO
HI=HO1- o - HO
A w
SINITY K W mmw.. HO
_—_h _—_—~_—__\—.‘—___— 1 1 L I —_—-L _-b——_hb— __;_—:____b_—___ i1
00ct 00ET 00%T O00SI 000¢: 008 000¢ 000y 000S

SHISAV NI SHIGWNNIAVM
1-"HD 0002-0SLE 'SNOILYYEIA ONOS-T1dI¥L NV DNIHOLINLS NIDONAAH

1-'WO 00ST-000Z "J13 'SNOILYHEIA GNO8-II8N0T

A-65




4000

3000

WAVENUMBERS IN KAYSERS :
2000 1500 1400

2500

HIIIIII I

SATUR
affi—U
ARYL

ITUrTTIprT i 1

TED KETONES AND ACIDS -

SATURATED KETONES
ETONES

Pl IREREL ]t 1 lllll

Pl

aB—.a|f'—UNSATURATED AND DIARYL|KETONES oy

a—HAl
aa’—H

OGEN KETPDNES
ALOGEN KETONES

CHELATED KETONES

. 6-MEM
§-MEM
4-MEM
SATUR

ERED RING KETONES
ERED RING KETONE!
ERED RING KETONE!
TED ALDEHYDES

af—UNSATURATED ALDEHYDES -
/8'—UNSATURATED A{DEHYDES =

aff—.a
CHELA]
aff—Ui

ED ALDEHYDES
NSATURATED ACIDS

a—HAL

OGEN ACIDS
CIDS

ARYL A
INTRA
IONISE

OLECULARLY BONDE.f ACIDS L

ACIDS

SATURATED ESTERS 6- AND ]

aff—U

VINYL ESTERS, o~+HALOGEN

SALICY

I-RING LAGTONES L
SATURATED AND ARYL ESTERS -t
ESTERS —t

TES AND| ANTHRANILATES o

CHELA1
5-RING

aﬁ—-—Uﬁl

THIOL &

ED ESTER$
LACTONES

tSTERS

SATURATHED 5-RING UACTONES

11

ACID H
CHLORS
ANHYD
ANHYD!

ALIDES
DCARBONATES
RIDES (opeL’rchain)
RIDES (cycljc)

1l

4

SEPARATION 60 CM-!
Samgng

SEP, RATIQN 60 CM-t

]

ALKYL
ARYL P
PRIMAR

PEROXIDES
FROXIDES
Y AMIDES {(CO)

SECONDARY AMIDES AND —

SEPIRKITE!: 25 CM-
(]
SEPARATION 25 CM-t
FREE BONDED
AL

TERTIARY AMIDES]|(CO)
y—LACFAMS

B—LA

AMS

LACTAMS| (CO) FESEisgNoED
Mt
FUSED RINGS »==t_ UNFUSED
wse’f’&.—‘a\uumseo RINGS

5 6 7

~ WAVELENGTH IN MICRONS

Figure A-48: Carbonyl Vibrations of Some Classes of Organic Compounds. All
absorption bands are strong [A.17].
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Appendix B:

AIRBORNE HYPERSPECTRAL SENSOR SYSTEMS®

RONALD J. BIRK, COMMERCIAL REMOTE SENSING PROGRAM, SVERDRUP TECHNOLOGY, INC.,
STENNIS SPACE CENTER, MS 39529
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ABSTRACT

_This paper presents brief profiles of 19 airborne hyperspectral
sensor systems currently or nearly available for data
acquisition. These systems represent various design concepts
and innovations in hyperspectral information collection
technology. A number of companies now have the ability to
acquire data from these systems. As the scientific and
commercial communities become aware of hyperspectral
imaging data acquisition opportunities, more applications for
this type of data will be investigated and implemented.

INTRODUCTION

An airborne sensor system scans across a line on the ground,
generating hundreds of individual pixels in each scan line
(the X-axis); the airplane's forward motion generates the
Y-axis. The optical system projects data onto several armays
so that all spectral information for a given area is recorded
simultaneously (Baker, 1991). Hyperspectral imagers split
the spectrum into many separate, narrow channels on -a
pixel-by-pixel basis, allowing researchers to discern an area's
composition through spectral signature discrimination more
effectively than is possible with broad-band multispectral
scanners.

Airborne hyperspectral imaging represents an additional
dimension for remote Earth observations. The technology
appears to be advancing faster than applications are being
found for the data generated. This paper will help make
potential users aware of the available technology by profiling
operational Airbome Hyperspectral Sensor Systems (AHSSs)
and identifying data acquisition opportunities.

TECHNOLOGY

AHSSs were developed to achieve fine spectral resolution
(AMA ~1-5%), high spatial resolution (1-20m), image spatial

and spéctral pattern data base development (30-200 channels),
and spaceborne imagery data simulation.

Several types of scanning mechanisms can acquire both
spatial and spectral dimensions for an area of coverage on the
Earth. Scanning mechanisms include scanning, staring,
scanning/staring, and staring arrays. The performance
associated with varying these and other parameters of the
hyperspectral system design can be modeled to obtain an
indication of system characteristics. Performance modeling
of system response characteristics, discrimination potential
analysis, atmospheric constraints, and spectral signature
normalization may be performed with sensor system design
software (Jaggi, 1991).

An important system performance specification for many
applications is signal-to-noise ratio (SNR) for optimizing
peak-to-peak and peak-to-valley discrimination in signature
matching algorithms. Current methods for estimating SNR
methods include laboratory, dark current, image, and
geostatistical procedures (Curran and Dungan, 1989).

SYSTEM PROFILES

AAHIS-1 - SETS Technology, Inc,

The Advanced Airborne Hyperspectral Imaging System - 1
(AAHIS-1) is being developed by SETS Technology, Inc. to
demonstrate the value of very high quality hyperspectral
imaging data for a varicty of land surface and underwater
applications. This fully funded system will first fly in May
1994 and should be available as a service starting in the
summer of 1994. This first system is optimized for the
visible and blue portions of the spectrum (440-835nm, 36 or
73 channels) to concentrate on littoral, vegetation, and
underwater applications. The AAHIS-1 uses the latest
technology, including a two-dimensional focal plane, to
achieve the highest data quality in a pushbroom mode.
Performance expected includes 1m ground spatial dimension

‘Presented at the 47th National Aerospace and Electronics Conference, Dayton, OH, May 23-27, 1994.




(GSD) at 1k altitude with SNR >500:1 per spectral channel
for 20% albedo. The system will first be flown on a Piper
Aztec in Hawaii but is available for flight around the world.
The compact AAHIS-1 is easily operated and can be carried
from place to place as personal baggage. Several applications
flights are alresdy planned and funded. Over the next year,
the system will be extended to cover the spectral range out to
about 2.5um. The data are collected directly onto a 1.2GB
hard drive as measured through a high-speed port at about
0.3MB/s so that approximately a 40km-long swath can be
recorded before downloading to Exabyte tape. The data are
to be processed by SETS Technology, Inc. using their
existing Hyperspectral Image Processing System (HIPS) and
its related tools. Several data sets have already been
collected and processed using & prototype sensor of similar
specifications to prove the technology.

AHS - Daedalus Enterprises, Inc.
The Airborne Hyperspectral Scanner (AHS) (formerly MAS),

developed by Daedalus Enterprises, Inc., has been operational
since 1991.  Applications for this system include
environmental studies, mineral exploration, oceanography,
satellite simulation, and forest fire environmental impact.
The National Acronautics and Space Administration (NASA)
Ames Research Center (ARC) and Goddard Space Flight
Center (GSFC) are using Daedalus' spectrometer to develop
an airborne simulator for the MODIS-N instrument. When
flown with the Thermal Infrared Multispectral Scanner
(TIMS), the system can approximate the Advanced
Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) (Gront and Myers, 1992).

Q@
began operating in 1987,

>
r [o&

direct mapping for commercial usc. Between 1987 and 1990,
this system was flown over the U.S.A, Australia, Germany,
Great Britain, France, Spain, Italy, and Isracl (Collins and
Chang, 1990). Applications for this sensor include
eanvironmental monitoring, oil and mineral exploration,
mapping, and military targeting.

AMSS - Geoscan PTY LTD

The Airborne Multispectral Sensor System (AMSS) was
developed by Geoscan PTY LTD of Australia. This AHSS,
which was built for commercial mineral exploration, has been
operational since 1989. Its applications include mineral, oil,
and gas exploration as well as environmental monitoring.
The SNR of the AMSS imagery is high enough to enable

The Airborne Imaging
Spectrometer (AIS)
developed by
Geophysical
Environmental Research
(GER) is a 63-channel
AHSS. This system

B-2

band differences to be used for simplified image processing
in mineral detection By use of two or three band
differences, the band shapes for specific minerals.can be
outlined. In addition, single black and white band difference
images can show major mineral types directly in an alteration
envelope. The minerals can be shown to be present in GER
Infrared Intelligent Spectroradiometer (IRIS) ground spectra
taken in the scanner-indicated zones (Lyon and Honey, 1990).

- ight

The Advanced

Solid-State Array

N

Spectroradiometer
(ASAS) was developed
by NASA/GSFC. In its
current configuration, this .
AHSS has been NG

operationsal since 1992. \

ASAS is currently the

only airbome imaging system with off-nadir pointing
capability.  Off-nadir pointing imaging devices offer
multi-directional observationsofbidirectionalreflectancesand
increased temporal coverage potential. With its bidirectional
and spectral characteristics, ASAS is ideally suited to provide
data for Earth Observing System (EOS) era rescarch: pointing
capabilities are proposed for the Multiangle Imaging
Spectroradiometer .(MISR) on EOS (NASA/GSFC,
unpublished). Applications for the sensor include
bidirectional - reflectance studies, off-nadir viewing,
stereo-image analysis, terrestrial ecosystem field experiments,
and simulator for EOS spaceborne instruments.

The Airborne Visible-Infrared
Imaging Spectrometer (AVIRIS)
AHSS was developed by
NASA/Jet Propulsion Laboratory
(IPL). This AHSS is designed to
measure the upwelling spectral
radiance in the region where solar
reflected energy from the Earth's
surface is dominant. AVIRIS is
the first Earth-looking imaging spectmmetet to cover the
entire solar surface-reflected portion of the electromagnetic
spectrum in narrow contiguous spectral ‘channels (Green

- et al., 1992). AVIRIS is calibrated at better than 5%. The

sensor produced its first airborne images in 1986 and its first
science data in 1987. The system has been fully operational
since 1989. Applications for AVIRIS include imaging
spectrometry rescarch and applications, terrestrial land
ecology, ocean ecology and bathymetry, geology and soil
science, hydrology, atmospheric acrosois and gases,
environmental monitoring, and spaceborne system calibration
and modeling.

\——




SI- S Research [td. .
ITRES Research Ltd. of Canada has

developed the Compact Airbome
Spectrographic Imager (CASI), which has
been operational since 1988. CASI is a
highly sensitive pushbroom imager that
captures both spatial and spectral
information from each line image without
any scanning or other mechanical motions.
CASI provides programmable spectral band
sets and easy switching between spectral and spatial
information during data acquisition. Water applications
include poliution and algae bloom monitoring, benthic weed
surveys,
investigations.  Vegetation applications include vitality
analysis, species discrimination, cover estimation, right of
way surveillance, illicit crop detection, and soil evaluations.
In addition, CASI can be used as a tool for providing direct
digital input data for Geographic Information Systems (GIS).
ITRES is developing a companion system for CASI that will
generate the necessary navigation and pointing information to
provide direct inputs for GIS (Babey and Anger, 1993).

S - Science lications International Corporation

The Compact High Resolution Imaging Spectrograph System
(CHRISS) developed by Science Applications International
Corporation (SAIC) has been operational since 1992. The
system features high spectral and spatial resolution, decreased
weight, small size, and both digital and analog data
recording. CHRISS uses a staring optical design and a high
throughput, low aberration spectrograph in a pushbroom
imaging format (Speer et al., 1992). Applications include
petroleum seepage, vegetation identification, environmental
and global change, Department of Defense (DoD) camouflage
discrimination and reconnasissance, and NASA forestry and
ocean color. SAIC is curreatly building a new version of
CHRISS; parameters for the new system will soon be
available.

The ASTER Simulator
(DAIS-2815) developed by
Geophysical Eavironmental
Rescarch has been operational
since 1991. This system is
designed to simulate ASTER's
Visible and Near Infrared
(VNIR) band 3 and Thermal
Infrared (TIR) bands 10-14.
In addition, the scanner has three Mid-Wavelength Infrared
(MWIR) bands between 3um and 5um to investigate this
region's use for geological and environmental remote sensing.
All data from this instrument can be used in general image
processing software, such as ERDAS or Genlsis (Watanabe
et al., 1991).

and bathymetry and subsurface feature

$-7915 - Geophysical Environmental Research
The 79-channel DAIS-7915
was developed by
Geophysical Environmental
Research for  detection,
analysis, and mapping. The
system is currently under
development (Birk, 1992).

- Naval Research
Laboratory
The HYDICE AHSS is being

3

=
A

developed by ‘the Naval
Research Laboratory under
the Congressional Dual-Use
Initiative for transfer of
military technology to the
civil sector. Researchers are
exploring the wuse of
hyperspectral data for L

problems in agriculture, geology, the environment, coastal
ocean processes, ocean optics, the marine atmospheric
boundary layer, bathymetry, and water clarity measurements.
HYDICE is being built to rescarch the use of an advanced
imaging spectrometer to evaluate the data's usefulness and to
determine how to build a truly operational system (Rickard
et al., 1993).

MIVIS - Daedalus Enterprises, Inc.
The Multispectral Infrared and Visible Imaging Spectrometer

(MIVIS) produced by Daedalus Enterprises, Inc., has been
operational since 1993. MIVIS contains & 10-channel TIR
band, a 64-channe] spectrometer covering the 2-2.5um region,
an 8-channel near-infrared (NIR), and a 20-channel visibie
(VIS) spectrometer. The 102-channel MIVIS is designed
primarily for mineral and oil exploration (Baker, 1991).
Other applications may include oceanography, environmental
studies, plant stress, and thermal mapping applications.
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The Multispectral
Infrared Camera
(MUSIC) was
developed by
Lockheed Missiles
and Space Company,

Inc. (LMSC) for the
Advanced Research

Projects Agency
(ARPA). The
current version has
been operational since 1989. MUSIC is a cryogenic staring
thermal infrared sensor with dual telescopes. The telescopes
produce data frames in two bands simultaneously. Spectral
filtering by multi-layer interference filters is provided in each
telescope to define the spectral band of radiation reaching the
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detectors. Either fixed spectral filters or a circular variable
filter can be commanded in each telescope. An on-board
computer controls the operation of the sensor, including
sclection . of spectral filters, detector array frame rate,
operation of the tape recorders, and pointing of the gimbaled
mirror pointing and stabilization system (Kulgein er al.,
1992). MUSIC's applications include chemical vapor sensing,
plume diagnostics, and target and background spectral
signatures.

ROSIS - DLR

The Reflective
Optics Systems
I maging
Spectrometer
(ROSIS), developed
by DLR in Germany,
has been operational
since 1992. Because
of its purely
reflective  concept,
ROSIS extends in
both spectral directions. This system was particularly tailored
to measure ocean parameters, including chlorophyll
fluorescence, but the range of applications is growing beyond
ocean and coastal zones. Water applications for ROSIS
include mecasurement of water pollution,
chiorophyli-fluorescence, plankton blooms and biomass,
mesoscale eddies and currents, coastal erosion, mapping of
flooded areas, and sea-ice mapping. Land and atmospheric
applications include mapping of deforestation, crop status,
land use, glacier and snow coverage, clouds, and acrosol
amount (Kunkel et al., 1991).

Naval B b, University of Hawaii

ARPA, Office of Naval Research
(ONR), and the University of
Hawaii have developed & Spatially .
Modulated Imaging Fourier 'y
Transform Spectrometer (SMIFTS). o
The instrument is cryogenically
cooled, is robust and compact, and
_provides simultancous measurement
of all spectral channels. SMIFTS
uses spatial modulation and &
detector array to sample the
interferogram and therefore uses no moving parts to obtain
data (Lucey ef al., 1992). Applications for this system
include airborne imaging spectroscopy, plume observations,
thermal profiling, Lightsat emulation, and HYDICE data
simulation. .

S- WIS-SC, TRWIS-TI - TRW
TRW is cumrently flying three models of Imaging
Spectrometers: TRWIS-B end TRWIS-SC, which operate in

B4

the VNIR regions (0.46-0.88um), and TRWIS-II, which
operates in the short-wave infrared (SWIR) (1.5-2.5pum).
These instruments have been operated from fixed-wing
sircraft, helicopters, and ground platforms. TRWIS-B and
TRWIS-II are pushbroom instruments with a swath width of
240 pixels. TRWIS-SC is a cross-track whisk-broom scanner
with a swath width of 1000 pixels. All instruments feature
simultaneous measurements of all spectral channels to avoid
spectral contamination. Extensive software and
special-purpose hardware are available to perform
sophisticated, rapid processing of data. The data can also be
processed in real time in the aircraft to receive immediate
identification or quantification of surfece material.
Applications for these instruments include infrastructure
mapping; environmental, agriculture, and forestry monitoring;
oil and natural gas exploration; maritime research; and
general research (Dr. Donald Davies, personal
communication). '

WIS - Hughes Aircraft Company/Santa Barbara Research
Center

The Wedge Imaging
Spectrometer (WIS)
developed by Hughes
Aircraft Company
has been in operation
since 1989. This
system joins the
spectral  separation
filters to the detector array, eliminating the need for a
complex aft-optics assembly and bringing imaging
spectrography into an affordable cost range. Its resulting
smaller size and weight make it compatible with lightweight
satellite or small aircraft use. In addition, its simple, rugged
design is well suited to operation by relatively unskilled
personnel (Demro and Woody, 1993). WIS sensor data
collection iz flexible; data acquisition is synchronized with
aircraft velocity and focal plane integration times. A wide
range of altitudes and velocities are available, and data
rectification does not require aircraft attitude information or
GPS (Hughes/SBRC, unpublished). Applications for the WIS
include hyperspectral imaging, airbome monitoring,
environmental observations, terrain and site classification,
crop assessment, and identification of specific materials.
Hughes is cumrently building the- next generation WIS.
Specifications for Hughes' new WIS, as well as for the other
systems profiled above, are listed in Table 1.

DATA ACQUISITION

Effective acquisition of hyperspectral imagery to meet
environmental monitoring, mineral exploration, agriculture,
forestry, and other applications requires accurate geo-location
knowledge, good geometric correction capabilities, and
traceable reference standards for calibration and digital
recording of data for direct transfer to image processing




computer platforms. Sensor system interfaces include Global
Positioning System, 3-axis gyro, stabilized mount, digital
recorder, and calibration reference sources. Table 2 lists
companies currently able to acquire data from specified
systems.

Many companies have airborne data acquisition platforms
(Table 2). Combining the capabilities of the sensor systems
with responsive and reliable deployment and appropriate
ancillary data interfaces i3 key to successful acquisition
missions for developing applications to meet end-user needs.

PROCESSING

Hyperspectral imagers produce large amounts of data. To be
useful, these data must be reduced to manageable data sets.
Image processing systems and software (e.g., ENVI, Genlsis,
HIPS, SIPS) are being developed to permit investigators to
skim through data quickly in the spectral, spatial, or temporal
modes and extract desired information for further analysis.
Three-dimensional visualization techniques facilitate this
process by permitting anomalies in the data sets or other
desired features to be identified quickly for subscquent image
processing and analysis (Baker, 1991).

One of the many attributes of hyperspectral data that provides
the end-user with significant benefits is-the ability to derive
atmospheric correction information from the data on a pixel-
by-pixel basis (Bruegge et al, 1990).

SUMMARY

Nineteen different sirborne hyperspectral sensor systems are
currently available for data acquisition, and 14 agencies with
data acquisition aircraft have been identified. Advances in
hyperspectral imaging technology for remote sensing of the
Earth from airborne platforms are accelerating, and greatly
enhanced results cannot be far in the future. At present, the
number of operational sensors exceeds the number of
identified applications for their use. As the scientific and
commercial communitics become aware of the airbome
hyperspectral systems and data options available, more
applications for this type of data will be investigated and
implemented, providing better data for Earth observation and
resources research.
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